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Abstract. In this paper, a finite difference scheme for a two-point boundary value problem of 2nth-order ordinary differential equations is presented. The convergence and uniqueness of the solution for the scheme are proved by means of theories on matrix eigenvalues and norm. Numerical examples show that our method is very simple and effective, and that this method can be used effectively for other types of boundary value problems.

1. Introduction

Assume that a 2nth-order ($n \geq 2$) two-point boundary value problem (BVP) is given in the form

$$\begin{cases}
y^{(2n)}(x) = f(x)y + g(x), & 0 < x < 1, \\
y^{(2\alpha)}(0) = a_\alpha, & \alpha = 0, 1, \ldots, n - 1, \\
y^{(2n)}(1) = b_\alpha,
\end{cases}$$

(1.1)

where $f(x)$ and $g(x)$ are continuous functions on the closed interval $[0, 1]$ and $a_\alpha, b_\alpha$ are all real constants. The problem (1.1) frequently occurs in structural engineering, astrophysics and other branches of physical sciences. The problem (1.1) has a unique analytic solution for a fixed positive integer $n \geq 2$ under the general condition [5]

$$f(x) \neq (-1)^n j^{2n} \pi^{2n}, \quad j = 1, 2, \ldots, x \in [0, 1].$$

(1.2)

In general, the analytic solution of the system (1.1) under the condition (1.2) cannot be obtained, and the numerical methods are required. Some finite difference methods [2, 6, 9] of orders $O(h^2)$, $O(h^4)$ and $O(h^6)$ were derived under the condition $-36 \leq f(x) \leq 0$, $x \in [0, 1]$ for $n = 2$. Then some $O(h^2)$
and $O(h^{3/2})$ methods \cite{7, 8, 10} were obtained for $n = 2$ under the hypotheses $f(x) \leq 0$, $x \in [0, 1]$, and $|f(x)| \leq \pi^4$, $x \in [0, 1]$, respectively. Later, an $O(h^2)$ method \cite{11} for $n = 2$ was obtained under the condition $f(x) \neq j^4\pi^4$, $j = 1, 2, \ldots, x \in [0, 1]$. Other methods \cite{1, 3, 4, 12, 13} were introduced recently. However, the numerical methods for the problem (1.1) under the condition (1.2) has not yet been studied.

The main purpose of this paper is to set up a finite difference scheme for the BVP (1.1) ($n \geq 2$) and discuss its convergence and uniqueness of the solution for the scheme under the condition (1.2). Also, a more general domain $[a, b]$ can be transformed into the standard domain $[0, 1]$ through a straightforward substitution $x = \frac{b - a}{b - a}t$. Thus the problem and condition discussed in this paper are quite general. This scheme is very simple to implement and efficient. Besides, the method can be applied to the study of some nonlinear problems, which arise frequently in many areas of engineering.

This paper is organized as follows. In Section 2, we introduce a finite difference scheme for the BVP (1.1). In Section 3, we analyze the convergence and uniqueness of the solution for the scheme under the condition (1.2) by using theories on eigenvalues and norm. In Section 4, the convergence of our method is illustrated by some numerical examples.

\section{Finite difference scheme}

Let $N$ be a positive integer and $N \geq 2n$. Divide the interval $[0, 1]$ into $N + 1$ parts. Then the mesh step size is $h = \frac{1}{N+1}$ and the mesh points are $x_i = ih$ for $i = 0, 1, \ldots, N + 1$. For simplicity, we denote that $y_i = y(x_i)$, $f_i = f(x_i)$, $y_i = g(x_i)$.

By means of the Taylor's formula, we obtain

\begin{equation}
\begin{aligned}
-2y_1 + y_2 &= h^2 y''_1 - y_0 + t_1, \\
y_{i-1} - 2y_i + y_{i+1} &= h^2 y''_i + t_i, \quad i = 2, 3, \ldots, N - 1, \\
y_{N-1} - 2y_N &= h^2 y''_N - y_{N+1} + t_N,
\end{aligned}
\end{equation}

where the truncation errors are

$$t_i = \frac{2}{4!}h^4 y^{(4)}(\bar{x}_i), \quad x_{i-1} < \bar{x}_i < x_{i+1}, \quad i = 1, 2, \ldots, N.$$ 

By (2.1), the discrete form of the BVP (1.1) for $n = 1$ can be expressed as

\begin{equation}
\begin{aligned}
-2y_1 + y_2 &= h^2 f_1 y_1 + h^2 g_1 - y_0 + t_1, \\
y_{i-1} - 2y_i + y_{i+1} &= h^2 f_i y_i + h^2 g_i + t_i, \quad i = 2, 3, \ldots, N - 1, \\
y_{N-1} - 2y_N &= h^2 f_N y_N + h^2 g_{N+1} - y_{N+1} + t_N.
\end{aligned}
\end{equation}

The equation (2.2) can be written in the matrix form

\begin{equation}
PY = h^2 DY + C_1 + T_1,
\end{equation}

where
where

\[
P = \begin{pmatrix}
-2 & 1 & 0 & \cdots & 0 & 0 & 0 \\
1 & -2 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 1 & -2 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1 & -2
\end{pmatrix}
\]

is a tri-diagonal matrix of order \( N \), \( Y = (y_1, y_2, \ldots, y_N)^T \), \( D = \text{diag}(f_1, f_2, \ldots, f_N) \), \( T_1 = (t_i) = (O(h^4)) \), and \( C_1 = (c_i) = (g_1 h^2 - a_0, g_2 h^2, \ldots, g_N h^2) \), \( g_N h^2 - b_0)^T \).

Similarly, based on the Taylor’s formula, we have the relationships at \( x_i \)

\[
y''_{i-1} - 2y''_i + y''_{i+1} = h^2 y_i^{(4)} + \frac{2}{4!} h^4 y^{(6)}(\bar{x}_i), \quad x_{i-1} < \bar{x}_i < x_{i+1}
\]

and

\[
y^{(4)}_{i-1} - 2y^{(4)}_i + y^{(4)}_{i+1} = h^2 y^{(6)}(\bar{x}_i), \quad x_{i-1} < \bar{x}_i < x_{i+1}.
\]

Suppose that the value of the sixth derivative \( y^{(6)}(x) \) on the interval \([x_{i-2}, x_{i+2}]\) does not change too rapidly. From (2.4) and (2.5), we can find a value \( \bar{x}_i \) that lies in \([x_{i-2}, x_{i+2}]\) so that

\[
y_{i-2} - 4y_{i-1} + 6y_i - 4y_{i+1} + y_{i+2} = h^4 y_i^{(4)} + \frac{1}{6} h^6 y^{(6)}(\bar{x}_i),
\]

\[
x_{i-2} < \bar{x}_i < x_{i+2}, \quad i = 2, 3, \ldots, N - 1.
\]

By (2.6), we have the relationships

\[
\begin{aligned}
y_{i-2} - 4y_{i-1} + 6y_i - 4y_{i+1} + y_{i+2} &= h^4 y_i^{(4)} + \frac{1}{6} h^6 y^{(6)}(\bar{x}_i) + t_i, \\
y_{N-2} - 4y_{N-1} + 5y_N &= 2y_{N+1} - h^2 y_{N+1}^{(4)} + h^4(y_N^{(4)} - \frac{1}{12} y_{N+1}^{(4)}) + t_N,
\end{aligned}
\]

where the truncation errors are

\[
\begin{aligned}
t_1 &= \frac{59}{360} h^6 y^{(6)}(\bar{x}_1), \quad x_0 < \bar{x}_1 < x_3, \\
t_i &= \frac{1}{6} h^6 y^{(6)}(\bar{x}_i), \quad x_{i-2} < \bar{x}_i < x_{i+2}, \quad i = 2, 3, \ldots, N - 1, \\
t_N &= \frac{59}{360} h^6 y^{(6)}(\bar{x}_N), \quad x_{N-2} < \bar{x}_N < x_{N+1}.
\end{aligned}
\]

From (2.7), we see that the discrete form of the BVP (1.1) for \( n = 2 \) is

\[
\begin{aligned}
5y_1 - 4y_2 + y_3 &= 2y_0 - h^2 y_0^{(4)} + h^4(-\frac{1}{12} y_0^{(4)} + f_1 y_1 + g_1) + t_1, \\
y_{i-2} - 4y_{i-1} + 6y_i - 4y_{i+1} + y_{i+2} &= h^4(f_i y_i + g_i) + t_i, \quad i = 2, 3, \ldots, N - 1, \\
y_{N-2} - 4y_{N-1} + 5y_N &= 2y_{N+1} - h^2 y_{N+1}^{(4)} + h^4(f_N y_N + g_N - \frac{1}{12} y_{N+1}^{(4)}) + t_N.
\end{aligned}
\]
The equation (2.9) can be written in the matrix form

\[ P^2Y = h^3DY + C_2 + T_2, \]

where \( T_2 = (t_i) = (O(h^6)) \) from (2.8), and

\[ C_2 = (c_i) = \begin{pmatrix} g_1 h^4 + 2a_0 - a_1 h^2 - \frac{1}{12} h^4 (f_0 a_0 + g_0) \\ g_2 h^4 - a_0 \\ \vdots \\ g_N - 2 h^4 \\ g_N h^4 + 2b_0 - b_1 h^2 - \frac{1}{12} h^4 (f_{N+1} b_0 + g_{N+1}) \end{pmatrix}. \]

Furthermore, the central discrete version of the BVP (1.1) can be given in a similar way as in (2.3) and (2.10), expressed uniformly by the matrix equation

\[ P^n Y = h h^nDY + C_n + T_n, \]

where \( T_n = (t_i) = (O(h^{2n+2})) \) and \( C_n = (c_i) \) are too complex to present here.

On neglecting the truncation error \( T_n \) in (2.11), we arrive at the central difference scheme for the BVP (1.1)

\[ P^n Z = h h^n DZ + C_n, \]

where \( Z = (z_i) \) is the approximate solution of (2.11). The solution of the system (2.12) can be calculated by the \( LU \) decomposition method, where \( L \) and \( U \) are lower triangular and an upper triangular matrices, respectively, or by the chase method and so on. We shall analyze the convergence and uniqueness of the scheme (2.12) under the condition (1.2) in the next section.

3. Convergence analysis

3.1. Some useful conclusions

If the matrix \( P^n - h^{2n}D \) is invertible, then the total truncation error of the scheme (2.12) is

\[ E = (e_i) = (y(x_i) - z_i) = Y - Z = (P^n - h^{2n}D)^{-1} T_n. \]

**Lemma 3.1** ([13]). The eigenvalues of the tri-diagonal matrix \( P \) introduced in Section 2 are \(-4 \sin^2 \left( \frac{l \pi h}{2} \right)\) for \( l = 1, 2, \ldots, N \).

**Lemma 3.2.** Let \( A \) be a real symmetric matrix of \( N \)-th order. If there exists \( a > 0 \) such that \( \| A\eta \| \geq a \| \eta \| \) for any vector \( \eta \in \mathbb{R}^N \), then \( A \) is invertible and \( \| A^{-1} \eta \| \leq \frac{1}{a} \| \eta \| \).

**Proof.** Denote the eigenvalues of \( A \) by \( \lambda_1, \lambda_2, \ldots, \lambda_N \) and the corresponding eigenvectors by \( \xi_1, \xi_2, \ldots, \xi_N \). Then

\[ |\lambda_l| \| \xi_l \| = \| \lambda_l \xi_l \| = \| A \xi_l \| \geq a \| \xi_l \|, \quad l = 1, 2, \ldots, N. \]
Thus $|\lambda_l| \geq a$, which means that all of the eigenvalues $\lambda_l$ are nonzero and $A$ is invertible consequently.

For the eigenvalues $\lambda_l^{-1}$ of $A^{-1}$, we have $0 < |\lambda_l^{-1}| \leq \frac{1}{\pi}$. Denoting by $\rho(A^{-1})$ the spectral radius of $A^{-1}$, it yields in view of the symmetry of $A^{-1}$ that [14] $\|A^{-1}\| = \rho(A^{-1}) \leq \frac{1}{\pi}$. Hence, for any vector $\eta \in \mathbb{R}^N$, it holds that

$$\|A^{-1}\eta\| \leq \|A^{-1}\|\|\eta\| \leq \frac{1}{\pi}\|\eta\|.$$

\[\square\]

### 3.2. Convergence analysis

Now we will discuss convergence of the above finite difference scheme (2.12). For the sake of simplicity, we will only consider the case when $n$ is odd. The even case can be treated analogously. Now the condition (1.2) can be written as

$$f(x) \neq -j^{2n}\pi^{2n}, \quad j = 1, 2, \ldots, \ x \in [0, 1].$$

Based on Lemma 3.1, the eigenvalues of $P^n$ are

$$\lambda_l = -4^n \sin^2\left(\frac{l\pi h}{2}\right), \quad l = 1, 2, \ldots, N. \quad (3.2)$$

Inserting (3.2) into the well-known inequality

$$t - \frac{t^3}{6} \leq \sin t \leq t, \quad t \in (0, \frac{\pi}{2}),$$

we establish the estimate for the eigenvalues of $P^n$,

$$-l^{2n}\pi^{2n}h^{2n} \leq \lambda_l \leq -l^{2n}\pi^{2n}h^{2n}(1 - \frac{(2\pi^2h^2)^2}{24})^{2n}, \quad l = 1, 2, \ldots, N. \quad (3.4)$$

Set $p = \inf_{x \in [0, 1]} f(x)$ and $q = \sup_{x \in [0, 1]} f(x)$. Then the condition (1.2) can be considered into two cases by the continuity of $f(x)$ on the interval [0,1]: either

$$p > -\pi^{2n}, \quad (3.5)$$

or there exists an integer $k \geq 1$ such that

$$-(k + 1)^{2n}\pi^{2n} < p \leq q < -k^{2n}\pi^{2n}. \quad (3.6)$$

Since $P^n$ is a real symmetric matrix, we can choose an orthogonal matrix $T$ of $N$th-order such that

$$T^TP^nT = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N).$$

For any vector $U = (u_j) \in \mathbb{R}^N$ and $\tilde{U} = (\tilde{u}_j) = T^TU$, according to the concept of inner product in $\mathbb{R}^N$ and (3.2), we have

$$(U, (P^n - h^{2n}D)U) = \tilde{U}'\text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N)\tilde{U} - U'h^{2n}DU \leq (\lambda_1 - ph^{2n})(U, U).$$

From (3.4), it follows that

$$(U, (P^n - h^{2n}D)U) \leq -h^{2n}[\pi^{2n}(1 - \frac{\pi^2h^2}{24})^{2n} + p](U, U).$$
(1) Suppose that \( f(x) \) satisfies (3.5). In view of (3.5), when the step \( h \) satisfies

\[
h \leq h_1 = \frac{2\sqrt{6}}{\pi} \left[ 1 - \frac{1}{2} - \frac{p}{2\pi^2 n} \right]^{\frac{1}{2}},
\]

it holds that \( |(U, (P^n - h^{2n}D)U)| \geq \frac{4^n}{2}(p + \pi^{2n})(U, U) \). Then from \( \|U\|^2 = (U, U) \) and Cauchy-Schwartz inequality, we obtain

\[
\|U\|\|(P^n - h^{2n}D)U\| \geq \frac{h^{2n}}{2}(p + \pi^{2n})\|U\|^2.
\]

Furthermore, we have the result

\[
\|(P^n - h^{2n}D) U\| \geq \frac{h^{2n}}{2}(p + \pi^{2n})\|U\|.
\]

Obviously, the matrix \( P^n - h^{2n}D \) is real symmetric. So by using Lemma 3.2 and (3.8), we obtain that the matrix \( P^n - h^{2n}D \) is invertible and

\[
\|(P^n - h^{2n}D)^{-1}U\| \leq \frac{2}{h^{2n}(p + \pi^{2n})\|U\|}.
\]

(2) Suppose that \( f(x) \) satisfies (3.6). Without loss of generality, let \( N \geq k+1 \) and set \( m = \frac{1}{2}(p + q) \). Then we derive

\[
\|(P^n - h^{2n}D)U\| \geq \|(P^n - h^{2n}mI)U\| - \|(h^{2n}mI - h^{2n}D)U\|
\]

\[
\geq \|U\| h^{2n} \left( \min_{1 \leq i \leq N} \left| \frac{\lambda_i}{h^{2n}} - m \right| - \max_{1 \leq i \leq N} |m - f_i| \right).
\]

For the last term in the bracket of (3.10), it clearly holds that

\[
\max_{1 \leq i \leq N} |m - f_i| \leq \frac{q - p}{2}.
\]

For \( |\frac{\lambda_i}{h^{2n}} - m| \) in the bracket of (3.10), when the step \( h \) satisfies

\[
h \leq h_2 = \frac{2\sqrt{6}}{(k + 1)\pi} \left[ 1 - \frac{1}{2} - \frac{p}{2(k + 1)^2n\pi^{2n}} \right]^{\frac{1}{2}},
\]

we have

\[
(k + 1)^2n\pi^{2n}[1 - (k + 1)^2\pi^{2n}h^{2n} + m] \geq \frac{(k + 1)^2n\pi^{2n} + q}{2} > 0.
\]

Furthermore, in view of (3.2), (3.4), (3.6) and (3.13), it is easily checked that

\[
\begin{cases}
m - \frac{\lambda_i}{h^{2n}} \geq m + (k + 1)^2n\pi^{2n}[1 - \frac{(k+1)^2\pi^{2n}h^{2n}}{24}]^{2n} > 0, & N \geq i \geq k + 1, \\
m + \frac{\lambda_i}{h^{2n}} \geq -m - k^{2n}\pi^{2n} > 0, & k \geq i \geq 1.
\end{cases}
\]

Therefore, from (3.14), the estimate can be given in the form

\[
\min_{1 \leq i \leq N} \left| \frac{\lambda_i}{h^{2n}} - m \right|
\]
\[ \geq \min\{-m - k^{2n}\pi^{2n}, m + (k + 1)^{2n}\pi^{2n}[1 - \frac{(k + 1)^2\pi^2h^2}{24}]\}. \]

Substituting (3.11) and (3.15) into (3.10), we see that

\[ \|P^n - h^{2n}D\| \geq \|U\|\min\{-q - k^{2n}\pi^{2n}, \frac{(k + 1)^{2n}\pi^{2n} + p}{2}\}, \]

where \( d = \min\{-q - k^{2n}\pi^{2n}, \frac{(k + 1)^{2n}\pi^{2n} + p}{2}\}. \)

Similarly, based on Lemma 3.2 and (3.16), it is easily checked that the matrix \( P^n - h^{2n}D \) is invertible and

\[ \| (P^n - h^{2n}D)^{-1}U \| \leq \frac{1}{h^{2n}d}\|U\|. \]

In summary, we can state the convergence conclusion of the scheme (2.12) when \( n \) is odd as follows.

According to the condition (1.2), when the step size \( h \) satisfies (3.7) and (3.12), the matrix \( P^n - h^{2n}D \) is invertible, that is, (2.12) has a unique solution \( Z = (z_j) = (P^n - h^{2n}D)^{-1}C_n. \)

Then using (3.1), (3.9) and (3.17), we arrive at the estimate for the total truncation error \( E = (e_j) \) of the scheme (2.12)

\[ \|E\| = \|Y - Z\| = \|(P^n - h^{2n}D)^{-1}T_n\| \leq Mh^{-2n}\|T_n\|, \]

where \( M = \frac{2}{p + \pi^{2n}} \) or \( M = \frac{1}{h} \) is a constant depending only on \( f(x) \). Also,

\[ \|T_n\| = \left( \sum_{j=1}^{N} t_j^2 \right)^\frac{1}{2} \leq N^\frac{1}{2} \max_{1 \leq j \leq N} |t_j| \leq h^{-\frac{1}{2}} \max_{1 \leq i \leq N} |t_i|, \]

so

\[ \max_{1 \leq i \leq N} |e_i| \leq Mh^{-2n}h^{-\frac{1}{2}} \max_{1 \leq i \leq N} |t_i| = Mh^{-2n}h^{-\frac{1}{2}}O(h^{2n+2}) = O(h^{\frac{3}{2}}). \]

It is seen that \( \max_{1 \leq i \leq N} |e_i| \rightarrow 0 \) as \( h \rightarrow 0 \), which implies that the numerical solution obtained from the scheme (2.12) converges to the exact solution of the BVP (1.1) and the total truncation error is \( O(h^{\frac{3}{2}}) \).

**Theorem.** Suppose that \( y(x) \) is the unique solution of the BVP (1.1) \( (n \geq 2) \) under the condition (1.2) which is smooth sufficiently, the high-level derivative value does not change too rapidly, and the step size \( h \) satisfies

\[ h \leq \min\{h_1, h_2\}, \]

where \( h_1 \) and \( h_2 \) satisfy (3.7) and (3.12), respectively. Then the scheme (2.12) has a unique solution \( Z = (z_i) \) and its total truncation error is

\[ \max_{1 \leq i \leq N} |y(x_i) - z_i| \leq O(h^{\frac{3}{2}}). \]
4. Numerical examples

To illustrate the convergence and efficiency of the above scheme derived, we consider the following examples.

Example 1. Assume that a sixth-order two-point BVP is given in the form

\[
\begin{align*}
\left\{ \begin{array}{l}
y^{(6)}(x) = f(x) + g(x), \quad 0 < x < 1, \\
y(0) = 1, \quad y''(0) = -1, \quad y^{(4)}(0) = -3, \\
y(1) = 0, \quad y''(1) = -2e, \quad y^{(4)}(1) = -4e,
\end{array} \right.
\end{align*}
\]

where \(f(x) = 1\), \(g(x) = -6e^x\). The exact solution of this problem is \(y = (1 - x)e^x\).

Since \(p = \inf_{x \in [0, 1]} f(x) = 1 > -\pi^6\), from (3.7) of case (1), the step size \(h\) should satisfy

\[
h \leq h_1 = \frac{2\sqrt{6}}{\pi} \left[ 1 - \left( \frac{1}{2} - \frac{1}{2\pi^6} \right) \frac{1}{2} \right]^{\frac{1}{2}} = 0.51543984701666.
\]

Table 1 gives the comparison of the numerical solution with the exact solution.

| point \(x_i\) | numerical solution \(z_i\) | exact solution \(y(x_i)\) | error \(|y(x_i) - z_i|\) |
|--------------|-----------------|-----------------|------------------|
| 0.0          | 1.00000000000000 | 1.00000000000000 | 0.000000000000000 \times 10^{-9} |
| 0.1          | 0.99464075267847 | 0.99465382626808 | 1.307358961477600 \times 10^{-5} |
| 0.2          | 0.97709742006550 | 0.97712206528142 | 2.488652263521463 \times 10^{-5} |
| 0.3          | 0.94486686464972 | 0.94490011653020 | 3.430065348321791 \times 10^{-5} |
| 0.4          | 0.89505441144906 | 0.89509498185847 | 4.04094107990064 \times 10^{-5} |
| 0.5          | 0.82431804237927 | 0.82436063535060 | 4.25929707950079 \times 10^{-5} |
| 0.6          | 0.72880689161249 | 0.72884752015620 | 4.06285437126729 \times 10^{-5} |
| 0.7          | 0.60409114551398 | 0.60412581224114 | 3.46667271636791 \times 10^{-5} |
| 0.8          | 0.44082929005351 | 0.44108185698490 | 2.52556931803199 \times 10^{-5} |
| 0.9          | 0.24594700627127 | 0.245966311156 | 1.33948441258543 \times 10^{-5} |
| 1.0          | 0.00000000000000 | 0.00000000000000 | 0.000000000000000 \times 10^{-9} |

From Table 1, it is clear that the error is considerately small. Inserting \(\max_{1 \leq i \leq 9} |y(x_i) - z_i| = 4.25929707950079 \times 10^{-5}\) into the error estimate (3.18), it should hold that

\[
\max_{1 \leq i \leq 9} |y(x_i) - z_i| \leq Mh^{-6}h^{-1} \max_{1 \leq i \leq 9} |t_i| \leq \frac{2}{\pi^6 + 1} \times \frac{1}{4} \times 8e \times 0.1 \times 3.57275911412481 \times 10^{-4}.
\]

Obviously, the above inequality is correct, which means that the numerical results agree with the theoretical analysis.

The following Table 2 is a comparison of the numerical and theoretical errors for the method introduced in Section 2 under different steps. It shows that the numerical errors agree with the theoretical analysis.
Table 2. Comparison of the numerical and theoretical errors

| step $h = \frac{1}{N+1}$ | error max $|e_i|$ | $O(h^2)$ |
|-----------------------------|-----------------|--------|
| $N = 9$                     | 4.259297079500790 $\times 10^{-4}$ | 3.57259111412481 $\times 10^{-4}$ |
| $N = 19$                    | 1.055905343294583 $\times 10^{-4}$ | 1.2631610997512895 $\times 10^{-4}$ |
| $N = 29$                    | 4.685389965231046 $\times 10^{-6}$ | 6.875778115745614 $\times 10^{-6}$ |
| $N = 39$                    | 2.64968896412133 $\times 10^{-6}$ | 4.46598889256501 $\times 10^{-6}$ |
| $N = 59$                    | 1.196940417285953 $\times 10^{-6}$ | 2.430954665788893 $\times 10^{-6}$ |
| $N = 79$                    | 8.633112595912706 $\times 10^{-7}$ | 1.578951372016118 $\times 10^{-7}$ |

The following Table 3 exhibits the exact solution and the error estimates obtained by using the Adomian’s decomposition method (ADM) [12], the homotopy perturbation method (HPM) [3], the variational iteration method (VIM) [4], and the finite difference method (FDM) introduced in this paper. It shows that the method obtained in this paper is very effective.

Table 3. Error estimates under different numerical methods

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>exact $y(x_i)$</th>
<th>error to ADM</th>
<th>error to HPM</th>
<th>error to VIM</th>
<th>error to FDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9446538388</td>
<td>0.00469935</td>
<td>0.00469935</td>
<td>0.00469935</td>
<td>1.36738896 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9771222222</td>
<td>0.00778200</td>
<td>0.00778200</td>
<td>0.00778200</td>
<td>2.48865226 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9490901177</td>
<td>0.01070480</td>
<td>0.01070480</td>
<td>0.01070480</td>
<td>3.43006535 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.4</td>
<td>0.8950948283</td>
<td>0.01257877</td>
<td>0.01257877</td>
<td>0.01257877</td>
<td>4.04046941 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8238690647</td>
<td>0.01522838</td>
<td>0.01522838</td>
<td>0.01522838</td>
<td>4.25092708 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7288475288</td>
<td>0.01757877</td>
<td>0.01757877</td>
<td>0.01757877</td>
<td>4.06285437 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.7</td>
<td>0.6041258108</td>
<td>0.01070480</td>
<td>0.01070480</td>
<td>0.01070480</td>
<td>3.46666727 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.8</td>
<td>0.4451081988</td>
<td>0.00778200</td>
<td>0.00778200</td>
<td>0.00778200</td>
<td>2.52566932 $\times 10^{-4}$</td>
</tr>
<tr>
<td>0.9</td>
<td>0.2396603108</td>
<td>0.00409933</td>
<td>0.00409933</td>
<td>0.00409933</td>
<td>1.33048444 $\times 10^{-4}$</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
</tr>
</tbody>
</table>

Example 2. Assume that the sixth-order two-point BVP is given in the form

\[
\begin{cases}
  y^{(6)}(x) = f(x)y + g(x), \quad 0 < x < 1, \\
  y(0) = 2, \quad y''(0) = 0, \quad y^{(4)}(0) = -2, \\
  y(1) = e, \quad y''(1) = -e, \quad y^{(4)}(1) = -3e,
\end{cases}
\]

where $f(x) = -e^{-x}$, $g(x) = -(4 + x)e^x + (2 - x)$. The exact solution of this problem is $y = (2 - x)e^x$.

Since $p = \inf_{x \in [0,1]} f(x) = 1 > -\pi^6$, from (3.7) of case (1), the step size $h$ should satisfy

\[
h \leq h_1 = \frac{2 \sqrt{6}}{\pi} \left[ 1 - \frac{1}{2} \left( \frac{1}{2 \pi^6} \right) \right] = \frac{5}{147106938533479}.
\]

Table 4 gives the comparison of the numerical solution with the exact solution.
Table 4. Comparison of the numerical solution with the exact solution

<table>
<thead>
<tr>
<th>point x_i</th>
<th>numerical solution z_i</th>
<th>exact solution y(x_i)</th>
<th>error</th>
<th>y(x_i) - z_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>2.000000000000000</td>
<td>2.000000000000000</td>
<td>0.000000000000000 x 10^{-12}</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>2.09981385608412</td>
<td>2.099824744343731</td>
<td>1.13592589181939 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2.1958341066027</td>
<td>2.195824963688306</td>
<td>2.16236222753265 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>2.29475016848334</td>
<td>2.2947509972879205</td>
<td>2.98043947812134 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2.386884407989619</td>
<td>2.386919516226033</td>
<td>3.51091364414335 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2.473044893309774</td>
<td>2.47304381306050192</td>
<td>3.70174246148346 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>2.55934101347814</td>
<td>2.559666320546712</td>
<td>3.53071979986019 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>2.617848392279296</td>
<td>2.617878519711620</td>
<td>3.01274322635247 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2.670627163912752</td>
<td>2.670649114199061</td>
<td>2.19502782088376 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>2.705551858941608</td>
<td>2.70556342272645</td>
<td>1.15633103669027 x 10^{-10}</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>2.718281828459046</td>
<td>2.718281828459046</td>
<td>0.000000000000000 x 10^{-10}</td>
<td></td>
</tr>
</tbody>
</table>

Example 3. Assume that the sixth-order two-point BVP is given in the form

\[
\begin{aligned}
    y^{(6)}(x) &= f(x) y + g(x), \quad 0 < x < 1, \\
    y(0) &= 2, \quad y''(0) = 0, \quad y^{(4)}(0) = -2, \\
    y(1) &= e, \quad y''(1) = -e, \quad y^{(4)}(1) = -3e,
\end{aligned}
\]

where \( f(x) = -3\pi^6 e^{-x} \), \( g(x) = -(4 + x)e^x + 3\pi^6(2 - x) \). The exact solution of this problem is \( y = (2 - x)e^x \).

Since \( p = \inf_{x \in [0,1]} f(x) = -3\pi^6 \), \( q = \sup_{x \in [0,1]} f(x) = -3\pi^6 e^{-1} \), from (3.12) (here, \( k = 1 \)) of case (2), the step \( h \) should satisfy

\[
h \leq h_2 = \frac{2\sqrt{6}}{2\pi^2} \left[ 1 - \left( \frac{\pi}{2} \right) \right] = 0.2493485811548127.
\]

Table 5 gives the comparison of the numerical solution with the exact solution.

<table>
<thead>
<tr>
<th>point x_i</th>
<th>numerical solution z_i</th>
<th>exact solution y(x_i)</th>
<th>error</th>
<th>y(x_i) - z_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>2.000000000000000</td>
<td>2.000000000000000</td>
<td>0.000000000000000 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>2.099837696498217</td>
<td>2.099824744343731</td>
<td>1.29521548671172 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>2.19549540308409</td>
<td>2.19524964688306</td>
<td>2.45756201038421 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>2.2947509972879205</td>
<td>2.2947509972879205</td>
<td>3.36094324585299 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>2.386919516226033</td>
<td>2.386919516226033</td>
<td>3.9309410481160 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2.473044893309774</td>
<td>2.473044893309774</td>
<td>4.1756460220040 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>2.55934101347814</td>
<td>2.559666320546712</td>
<td>3.80902706279381 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>2.617848392279296</td>
<td>2.617878519711620</td>
<td>2.1248360754976 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2.670627163912752</td>
<td>2.670649114199061</td>
<td>2.19502782088376 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>2.705551858941608</td>
<td>2.70556342272645</td>
<td>1.15633103669027 x 10^{-9}</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>2.718281828459046</td>
<td>2.718281828459046</td>
<td>0.000000000000000 x 10^{-9}</td>
<td></td>
</tr>
</tbody>
</table>
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