HAUSDORFF DISTANCE BETWEEN THE OFFSET CURVE OF QUADRATIC BÉZIER CURVE AND ITS QUADRATIC APPROXIMATION

YOUNG JOON AHN

ABSTRACT. In this paper, we present the exact Hausdorff distance between the offset curve of quadratic Bézier curve and its quadratic $G^1$ approximation. To illustrate the formula for the Hausdorff distance, we give an example of the quadratic $G^1$ approximation of the offset curve of a quadratic Bézier curve.

1. Preliminaries

Quadratic Bézier curves and their offset curves are widely used in CAD/CAM or Computer Graphics. But offset curve of quadratic Bézier curve cannot be expressed in Bézier form. In the recent twenty years, many papers about the quadratic Bézier approximation [2, 7, 13] or the offset curve [6, 8, 10, 11, 15] have been published. Especially as the error measurement between the target curve and approximation curve, the Hausdorff distance is used in CAD/CAM or Approximation Theory. The Hausdorff distance $d_H(p, q)$ between two curves $p(s), s \in [a, b]$ and $q(t), t \in [c, d]$, is given by

$$d_H(p, q) = \max_{s \in [a, b], t \in [c, d]} \min_{i \in [a, b], j \in [c, d]} |p(s) - q(t)|, \max_{t \in [c, d], s \in [a, b]} \min_{i \in [a, b], j \in [c, d]} |p(s) - q(t)|.$$ 

(For more knowledge about the Hausdorff distance, refer to [1, 14, 12]) By the way, it is not easy to find the Hausdorff distance between planar curve and quadratic Bézier curve. The Hausdorff distance is obtained from the maximum distance between $p(s_0)$ and $q(t_0)$ satisfying

$$(1.1) \quad p'(s_0) \parallel q'(t_0) \quad \text{and} \quad p'(s_0) \perp \overrightarrow{p(s_0)q(t_0)}$$

when they have the same end points, as shown in Figure 1. Thus to get the Hausdorff distance it requires to solve nonlinear system of two variables such as in Equation (1.1).
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In this paper we find the formula for the Hausdorff distance between the offset of quadratic Bézier curve and the quadratic $GC^1$ Bézier approximation. Using the formula for the Hausdorff distance, we can easily obtain the error of the quadratic $GC^1$ Bézier approximation of the offset of quadratic Bézier curve.

2. Hausdorff distance between offset of quadratic Bézier curve and its quadratic approximation

In this section we present the error of the quadratic $GC^1$ (geometric continuity of order one) end-points interpolation of offset curve of quadratic Bézier curve.

Let $b(t)$ be the quadratic Bézier curve with the control points $b_0$, $b_1$ and $b_2$, i.e.,

$$b(t) = \sum_{i=0}^{2} B_i^n(t)b_i, \quad t \in [0, 1]$$

(refer to [9]) where $B_i^n(t)$ is the Bernstein polynomial of degree $n$, i.e.,

$$B_i^n(t) = \binom{n}{i} t^i (1-t)^{n-i}.$$

Let $T(t)$, $N(t)$ and $k(t)$ be the unit tangent, unit normal vector and curvature of $b(t)$, in order, i.e.,

$$T(t) = b(t)/|b(t)|, \quad N(t) = T'(t)/|T'(t)|, \quad k(t) = |b'(t) \times b''(t)|/|b'(t)|^3.$$ 

Let $N_i = N(i)$ for $i = 0, 1$. We denote the offset curve of $b(t)$ for the offset distance $d \in \mathbb{R}$ by $b^d(t)$, i.e.,

$$b^d(t) = b(t) + dN(t) \quad t \in [0, 1].$$
We assume that the control points are not collinear. Note [10] that if
\[
\min(1/k(t)) > d,
\]
then offset has neither cusp nor loop and the same tangent direction with \(b(t)\) at end points. The necessary and sufficient condition that the quadratic Bézier curve has the local extreme of curvature is well-known [4].

In the following proposition the control polygon of the quadratic \(GC^1\) end-points interpolation \(p(s) = \sum_{i=0}^{2} B_i^2(s)p_i\) of the offset curve \(b^d(t)\) is obtained explicitly.

**Proposition 2.1.** For \(d < \min(1/k(t))\), the quadratic Bézier curve \(p(t)\) having the control points
\[
\begin{align*}
    p_0 &= b_0 + dN_0 \\
    p_1 &= b_1 + d\frac{N_0 + N_1}{1 + N_0 \circ N_1} \\
    p_2 &= b_2 + dN_1
\end{align*}
\]
is \(GC^1\) end-points interpolation of the offset curve \(b^d(t)\).

**Proof.** It suffices to show that two quadratic Bézier curve \(p(t)\) and \(b(t)\) have the same tangent direction at both end points. For simplification, let \(\Delta b_i = b_{i+1} - b_i\), as shown in Figure 2.

\[
\Delta p_0 = p_1 - p_0 = \Delta b_0 + \frac{d}{1 + N_0 \circ N_1}(N_1 - N_0(N_0 \circ N_1)).
\]
Since $N_1 - N_0(N_0 \circ N_1)$ is the same direction with $T(0)$, $\Delta p_0$ and $\Delta b_0$ have the same direction. Thus $p(t)$ and $b(t)$ have the same tangent direction at $t = 0$. By same reason, $p(t)$ and $b(t)$ also have the same tangent direction at $t = 1$.

The angles in the triangle $\Delta b_0 b_1 b_2$ are denoted by $\alpha$, $\beta$ and $\gamma$, in order, as shown in Figure 2. If $\beta = \pi/2$, then $p_1 = b_1 + d(N_0 + N_1)$, if $\beta \to 0$ then $p_1 \to \infty$, and if $\beta$ tends to $\infty$ then $p_1$ tends to $b_1 + dN_0$.

Now, we will find all the solutions $(t, s)$ of the equations

\begin{align}
(2.1) \quad b'(t) &\parallel p'(s) \\
(2.2) \quad b'(t) &\perp \frac{p(s) - b(t)}{|p(s) - b(t)|}.
\end{align}

Let $b(t) = (x(t), y(t))$, $p(s) = (u(s), v(s))$. Equation (2.1) yields

$$u'(s)y'(t) = v'(s)x'(t).$$

Using $\Delta u_0 \Delta y_0 = \Delta v_0 \Delta x_0$ and $\Delta u_1 \Delta y_1 = \Delta v_1 \Delta x_1$, we have the simple equation

$$s = \frac{(\Delta u_0 \Delta y_1 - \Delta v_0 \Delta x_1)t}{(-\Delta u_1 \Delta y_0 + \Delta v_1 \Delta x_0)(1 - t) + (\Delta u_0 \Delta y_1 - \Delta v_0 \Delta x_1)t}.$$ 

Let $E_1 = \Delta u_0 \Delta y_1 - \Delta v_0 \Delta x_1$ and $E_2 = \Delta u_0 \Delta y_1 - \Delta v_0 \Delta x_1$. Then $s = s(t) = \frac{E_1 t}{E_2(1 - t) + E_1 t}$, $s(0) = 0$ and $s(1) = 1$. Equation (2.2) yields

$$(u(s) - x(t), v(s) - y(t)) \circ (x'(t), y'(t)) = 0 \quad \text{or} \quad x'(t)(u(s) - x(t)) + y'(t)(v(s) - y(t)) = 0.$$ 

By $1 - s(t) = \frac{E_2(1 - t)}{E_2(1 - t) + E_1 t}$, we have

$$u(s(t)) = \frac{E_2^2(1 - t)^2 u_0 + 2E_1 E_2 t(1 - t) u_1 + E_1^2 t^2 u_2}{(E_2(1 - t) + E_1 t)^2}$$

and

$$u(s(t)) - x(t) = \frac{1}{(E_2(1 - t) + E_1 t)^2} [E_2^2(u_0 - x_0)B_0^4(t) + E_1 B_1^4(t) + F_2 B_2^4(t) + F_3 B_3^4(t) + E_1^2(u_2 - x_2)B_4^4(t)].$$

The denominator in the last equation is a quartic polynomial, so that it can be expressed in quartic Bézier form as follows.

$$u(s(t)) - x(t) = \frac{1}{(E_2(1 - t) + E_1 t)^2} [E_2^2(u_0 - x_0)B_0^4(t) + F_1 B_1^4(t) + F_2 B_2^4(t) + F_3 B_3^4(t) + E_1^2(u_2 - x_2)B_4^4(t)].$$
where
\[
F_1 = \frac{1}{2} E_2(E_2(u_0 - x_1) + E_1(u_1 - x_0))
\]
\[
F_2 = \frac{1}{6} (E_2^2(u_0 - x_2) + 4E_1E_2(u_1 - x_1) + E_1^2(u_2 - x_0))
\]
\[
F_3 = \frac{1}{2} E_1(E_1(u_2 - x_1) + E_2(u_1 - x_2)).
\]

(2.3) Since \(x'(t) = 2(1-t)\Delta x_0 + 2t\Delta x_1\) and \(y'(t) = 2(1-t)\Delta y_0 + 2t\Delta y_1\), we obtain the following equation in quintic Bézier form
\[
x'(t)(u(s(t)) - x(t))(E_2(1-t) + E_1t)^2
= 2\Delta x_0E_2^2(u_0 - x_0)B_0^5(t) + \frac{2}{5}[4\Delta x_0F_1 + \Delta x_1E_2^2(u_0 - x_0)]B_1^5(t)
+ \frac{1}{5}[6\Delta x_0F_2 + 4\Delta x_1F_1]B_2^5(t) + \frac{1}{5}[4\Delta x_0F_3 + 6\Delta x_1F_2]B_3^5(t)
+ \frac{2}{5}[\Delta x_0E_1^2(u_2 - x_2) + 4\Delta x_1F_3]B_4^5(t) + 2\Delta x_1E_1^2(u_2 - x_2)B_5^5(t).
\]

By the same way, we also get the following equation
\[
y'(t)(v(s(t)) - y(t))(E_2(1-t) + E_1t)^2
= 2\Delta y_0E_2^2(v_0 - y_0)B_0^5(t) + \frac{2}{5}[4\Delta y_0G_1 + \Delta y_1E_2^2(v_0 - y_0)]B_1^5(t)
+ \frac{1}{5}[6\Delta y_0G_2 + 4\Delta y_1G_1]B_2^5(t) + \frac{1}{5}[4\Delta y_0G_3 + 6\Delta y_1G_2]B_3^5(t)
+ \frac{2}{5}[\Delta y_0E_1^2(v_2 - y_2) + 4\Delta y_1G_3]B_4^5(t) + 2\Delta y_1E_1^2(v_2 - y_2)B_5^5(t),
\]

where
\[
G_1 = \frac{1}{2} E_2(E_2(v_0 - y_1) + E_1(v_1 - y_0))
\]
\[
G_2 = \frac{1}{6} (E_2^2(v_0 - y_2) + 4E_1E_2(v_1 - y_1) + E_1^2(v_2 - y_0))
\]
\[
G_3 = \frac{1}{2} E_1(E_1(v_2 - y_1) + E_2(v_1 - y_2)).
\]

Since \(\Delta x_0(u_0 - x_0) + \Delta y_0(v_0 - y_0) = \Delta x_1(u_2 - x_2) + \Delta y_1(v_2 - y_2) = 0\), the coefficients combined with \(B_0^5(t)\) and \(B_5^5(t)\) of \(x'(t)(u(s(t)) - x(t)) + y'(t)(v(s(t)) - y(t))\) are zero. Thus it has the factor \(t(1-t)\) so that
\[
x'(t)(u(s(t)) - x(t)) + y'(t)(v(s(t)) - y(t)) = 2t(1-t)\phi(t),
\]
where $\phi(t)$ is a cubic polynomial in Bézier form
\[
\phi(t) = (4\Delta x_0 F_1 + \Delta x_1 E_2^2(u_0 - x_0)) + 4\Delta y_0 G_1 + \Delta y_1 E_2^2(v_0 - y_0))B_0^3(t) \\
+ \frac{1}{3}(6\Delta x_0 F_2 + 4\Delta x_1 F_1 + 6\Delta y_0 G_2 + 4\Delta y_1 G_1)B_1^3(t) \\
+ \frac{1}{3}(4\Delta x_0 F_3 + 6\Delta x_1 F_2 + 4\Delta y_0 G_3 + 6\Delta y_1 G_2)B_2^3(t) \\
+(\Delta x_0 E_2^2(u_2 - x_2) + 4\Delta x_1 F_3 + \Delta y_0 E_2^2(v_2 - y_2))B_3^3(t).
\]

**Proposition 2.2.** For $d < \min(1/k(t))$, the Hausdorff distance between two curves $b^d(t)$ and $p(s)$ is equal to
\[
d_H(b^d, p) = \max_{0 < t, < 1} |b^d(t_i) - p(s_i)|,
\]
where $t_i \in (0, 1)$, $i = 1, 2, 3$, is the solution of the cubic equation $\phi(t) = 0$ and
\[
s_i = \frac{E_1 t_i}{E_2(1 - t_i) + E_1 t_i} \in (0, 1).
\]

**Proof.** Since for all $t \in [0, 1]$

\[
b'(t) \parallel (b^d)'(t), \quad b'(t) \perp (b^d(t) - b(t)),
\]

$(t, s)$ satisfy Equations (2.1) - (2.2) if and only if $(t, s)$ satisfy

\[
p'(s) \parallel (b^d)'(t) \quad \text{and} \quad p'(s) \perp (p(s) - b^d(t)).
\]

Also, the points $b(t)$, $b^d(t)$ and $p(s)$ are collinear. Thus the Hausdorff distance $d_H(b^d, p)$ is obtained from the maximum distance between $p(s)$ and $b^d(t)$ satisfying Equations (2.1)-(2.2). Since the solutions of Equations (2.1)-(2.2) satisfy the cubic equation $\phi(t) = 0$ and $s = E_1 t/(E_2(1 - t) + E_1 t)$, the assertion follows. \qed

### 3. Example

In this section we present an example for the $GC^1$ quadratic Bézier interpolation of the offset curve of the quadratic Bézier curve $b(t)$ (thick lines in Figure 3) given by the control points

\[
b_0 = (0, 0), \quad b_1 = (2, 1), \quad b_2 = (2, 0)
\]

with offset distance $d = -1$. By Proposition 2.1, the quadratic Bézier approximation $p(s)$ (dotted lines) has the control points

\[
p_0 = (-1/\sqrt{5}, 2/\sqrt{5}), \quad p_1 = (2 + \frac{-2\sqrt{5} + 5\sqrt{2}}{10 + \sqrt{10}}, 1 + \frac{4\sqrt{5} + 5\sqrt{2}}{10 + \sqrt{10}}),
\]

\[
p_2 = (2 + 1/\sqrt{2}, 1/\sqrt{2})
\]

as shown in Figure 3.

\[
E_1 = -3(1 + \frac{3\sqrt{2}}{10 + \sqrt{10}}) = -3.967, \quad E_2 = -3(1 + \frac{3\sqrt{5}}{10 + \sqrt{10}}) = -4.529
\]
Figure 3. The distance between two points $p(s_0)$ and $b^d(t_0)$ (triangle) is 0.014, which means that $d_H(p, b^d) = 0.014$

\[
s(t) = \frac{(3\sqrt{2} + 10 + \sqrt{10})B_1(t)}{(3\sqrt{5} + 10 + \sqrt{10})B_0(t) + (3\sqrt{2} + 10 + \sqrt{10})B_1(t)}
\]

\[
= \frac{-3.967B_1(t)}{-4.529B_0(t) + -3.967B_1(t)}
\]

as shown in Figure 4. By Equations (2.3)-(2.4), we have

$F_1 = -5.358, \quad F_2 = 0.3036, \quad F_3 = 6.223$

$G_1 = 18.83, \quad G_2 = 19.49, \quad G_3 = 17.61$

Figure 4. $s(t)$ (thick lines).
and the cubic polynomial in Bézier form given by
\[
\phi(t) = 9.883B_0^3(t) + 17.96B_1^3(t) - 55.32B_2^3(t) + 3.158B_3^3(t)
\]
which has zeros at \( t = -0.2889, 0.6306 \) and 17.17. The zero of \( \phi(t) \) at \( t_0 = 0.6306 \) is the unique solution of \( \phi(t) = 0 \) inside the open interval \( (0, 1) \) combined with \( s_0 = s(0.6306) = 0.5993 \). Since distance between two points \( b(0.6306) \) (small circle) and \( p(0.5993) \) (small circle) is 1.014 as shown in Figure 3, finally we obtain the Hausdorff distance between two curve \( b^d(t) \) and its approximation curve \( p(s) \)
\[
d_H(b^d, p) = 0.014.
\]
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