GRISLY DEDUCTIVE SYSTEMS OF BL-ALGEBRAS

YOUNG BAE JUN AND JUNG MI KO

ABSTRACT. The notion of grisly deductive systems of a BL-algebra is introduced. Conditions for a deductive system to be a grisly deductive system are given. Extension property for a grisly deductive system is established

1. Introduction

Various problems in system identification involve characteristic which are essentially non-probabilistic in nature [9]. In response to this situation L. A. Zadeh introduced in 1965 fuzzy set theory as an alternative to probability theory. His fundamental idea consists in understanding lattice-valued maps as generalized characteristic functions of some new kind of subsets, so-called fuzzy sets, of a given universe. For historical reasons we quote Zadeh’s original definition (cf. [10]). Fuzzy logic grows as a new discipline from the necessity to deal with vague data and imprecise information caused by the indistinguishability of objects in certain experimental environments. As mathematical tools fuzzy logic is only using \([0, 1]\)-valued maps and certain binary operations \(\star\) on the real unit interval \([0, 1]\) known also as left-continuous \(t\)-norms. It took sometime to understand partially ordered monoids of the form \(([0, 1], \leq, \star)\) as algebras for \([0, 1]\)-valued interpretations of a certain type of non-classical logic-the so-called monoidal logic. BL-algebras arise naturally in the analysis of the proof theory of propositional fuzzy logics. Indeed, Basic fuzzy logic, BL for short, and its corresponding BL-algebras, were introduced by Hájek (see [3] and the references given there) with the purpose of formalizing the many-valued semantics induced by the continuous \(t\)-norms on the real unit interval \([0, 1]\). As a first step, Hájek showed that a propositional formula is provable in BL if and only if it is a tautology in any linearly ordered BL-algebra. In [5], Ko and Kim investigated
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some properties of BL-algebras, and they [6] also studied relationships between closure operators and BL-algebras. Jun and Ko gave characterizations of a deductive system and discussed how to generate a deductive system by a set (cf. [4]). Turunen[7] studied Boolean deductive systems and implicative deductive systems. He proved that a BL-algebra \( L \) has a proper Boolean deductive system if and only if \( L \) is bipartite.

In this paper, we introduce the notion of grizzly deductive systems of a BL-algebra. We give conditions for a deductive system to be a grizzly deductive system, and establish an extension property for a grizzly deductive system. BL-algebras, MV-algebras, and lattice implication algebras are closely related. Thus, all results in this paper will contribute much to studying MV-algebras and lattice implication algebras.

2. Preliminaries

A lattice \((L; \leq, \land, \lor, \ominus, \to, 0, 1)\) is called a resiliated lattice if it satisfies the following conditions:

(R1) \((L; \ominus, 1)\) is a commutative monoid,
(R2) \((\forall x, y, z \in L) \ (x \leq y \Rightarrow x \ominus z \leq y \ominus z)\),
(R3) \((\forall x, y, z \in L) \ (x \ominus y \leq z \iff x \leq y \to z)\).

DEFINITION 2.1. [3] A BL-algebra is a resiliated lattice \((L; \leq, \land, \lor, \ominus, \to, 0, 1)\) that satisfies the following conditions:

(B1) \((\forall x, y \in L) \ (x \land y = x \ominus (x \to y))\),
(B2) \((\forall x, y \in L) \ (x \lor y = ((x \to y) \to y) \land ((y \to x) \to x))\),
(B3) \((\forall x, y \in L) \ ((x \to y) \lor (y \to x) = 1)\).

EXAMPLE 2.2. [5] Let \( X \) be a nonempty set and let \( \mathcal{P}(X) \) be the family of all subsets of \( X \). Define operations \( \ominus \) and \( \to \) by

\[
A \ominus B = A \cap B \quad \text{and} \quad A \to B = A^c \cup B
\]

for all \( A, B \in \mathcal{P}(X) \), respectively. Then \((\mathcal{P}(X), \subseteq, \cap, \cup, \ominus, \to, \emptyset, X)\) is a BL-algebra.

We call \( \mathcal{P}(X) \) the power BL-algebra of \( X \).

PROPOSITION 2.3. [3, 8] In a BL-algebra \((L; \leq, \land, \lor, \ominus, \to, 0, 1)\), we have the following properties:

(p1) \((\forall x \in L) \ (x = 1 \to x)\),
(p2) \((\forall x \in L) \ (1 = x \to x)\),
(p3) \((\forall x, y \in L) \ (x \ominus y \leq x, y)\),
(p4) \((\forall x, y \in L) \ (x \ominus y \leq x \land y)\),
(p5) \((\forall x, y \in L) \ (y \leq x \rightsquigarrow y)\),
(p6) \((\forall x, y \in L) \ (x \odot y \leq x \rightsquigarrow y)\),
(p7) \((\forall x, y \in L) \ (x \leq y \iff 1 = x \rightsquigarrow y)\),
(p8) \((\forall x, y \in L) \ (x = y \iff 1 = x \rightsquigarrow y = y \rightsquigarrow x)\),
(p9) \((\forall x, y \in L) \ (x \odot (x \rightsquigarrow y) \leq y)\),
(p10) \((\forall x, y, z \in L) \ (x \rightsquigarrow (y \rightsquigarrow z) = y \rightsquigarrow (x \rightsquigarrow z))\),
(p11) \((\forall x, y, z \in L) \ ((x \rightsquigarrow y) \rightsquigarrow (x \rightsquigarrow z) \leq x \rightsquigarrow (y \rightsquigarrow z))\),
(p12) \((\forall x, y, z \in L) \ (x \rightsquigarrow y \leq (z \rightsquigarrow x) \rightsquigarrow (z \rightsquigarrow y))\),
(p13) \((\forall x, y, z \in L) \ (x \leq y \Rightarrow z \rightsquigarrow x \leq z \rightsquigarrow y, y \rightsquigarrow z \leq x \rightsquigarrow z)\).

A BL-algebra \(L\) is said to be implicative [4] if it satisfies the following inequality:

\[
(\forall x, y, z \in L) \ (x \rightsquigarrow (y \rightsquigarrow z) \leq (x \rightsquigarrow y) \rightsquigarrow (x \rightsquigarrow z)).
\]

Recall that the power BL-algebra \(\mathcal{P}(X)\) of a set \(X\) is an implicative BL-algebra (see [4]).

3. Grisly deductive systems

In what follows, let \(L\) denote a BL-algebra unless otherwise specified. For every \(a_1, a_2, \ldots, a_n \in L\), we define

\[
P(a_1, a_2, \ldots, a_{n-1}\setminus a_n) := \begin{cases} 
a_n & \text{if } n = 1, 
a_1 \rightsquigarrow P(a_2, a_3, \ldots, a_{n-1}\setminus a_n) & \text{if } n > 1. 
\end{cases}
\]

**Definition 3.1.** [2, 7, 8] A subset \(D\) of \(L\) is called a **deductive system** of \(L\) if it satisfies the following conditions:

(ds1) \(1 \in D\),
(ds2) \((\forall x, y \in L) \ (x \in D, P(x\setminus y) \in D \Rightarrow y \in D)\).

**Proposition 3.2.** [5] Let \(D\) be a nonempty subset of \(L\). Then \(D\) is a deductive system of \(L\) if and only if it satisfies:

(ds3) \((\forall a, b \in D) \ (a \odot b \in D)\),
(ds4) \((\forall a \in D)(\forall b \in L) \ (a \leq b \Rightarrow b \in D)\).

**Definition 3.3.** Let \(D\) be a nonempty subset of \(L\). Then \(D\) is called a **grisly deductive system** of \(L\) if it satisfies (ds1) and

(ds5) \((\forall x, y, z \in L) \ (P(x, y\setminus z) \in D, P(x\setminus y) \in D \Rightarrow P(x\setminus z) \in D)\).

**Example 3.4.** (1) Consider the power BL-algebra \((\mathcal{P}(X), \subset, \cap, \cup, \odot, \rightsquigarrow, \emptyset, X)\) of a set \(X\). For any \(A \in \mathcal{P}(X)\), the set

\[
\mathcal{D} := \{B \in \mathcal{P}(X) \mid A \subset B\}
\]
is a grishly deductive system of $P(X)$.

(2) Let $L = \{0, a, b, c, d, 1\}$ be a set with Hasse diagram and Cayley tables as follows:

\[
\begin{array}{c|cccccc}
\circ & 1 & a & b & c & d & 0 \\
\hline
1 & 1 & a & b & c & d & 0 \\
a & a & b & b & d & 0 & 0 \\
b & b & b & b & 0 & 0 & 0 \\
c & c & d & 0 & c & d & 0 \\
d & d & 0 & 0 & d & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{c|cccccc}
\rightarrow & 1 & a & b & c & d & 0 \\
\hline
1 & 1 & a & b & c & d & 0 \\
a & 1 & 1 & a & c & c & d \\
b & 1 & 1 & 1 & c & c & c \\
c & 1 & a & b & 1 & a & b \\
d & 1 & 1 & a & 1 & 1 & a \\
0 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]

For every $x, y \in L$, define $x \wedge y = x \circ P(x \setminus y)$ and

$x \lor y = P(P(x \setminus y) \setminus y) \circ P(P(x \setminus y) \setminus y) \setminus P(P(y \setminus x) \setminus x))$.

Then $(L; \leq, \wedge, \lor, \circ, \rightarrow, 0, 1)$ is a BL-algebra. It is easily to verify that $D := \{1, a, b\}$ is a grishly deductive system of $L$.

**Theorem 3.5.** Every grishly deductive system is a deductive system.

**Proof.** Let $D$ be a grishly deductive system of $L$ and let $x, y \in L$ be such that $x \in D$ and $P(x \setminus y) \in D$. Then $P(1 \setminus x) = x \in D$ and $P(1, x \setminus y) = P(x \setminus y) \in D$. It follows from (p1) and (ds5) that $y = P(1 \setminus y) \in D$. Hence $D$ is a deductive system of $L$. \qed

The converse of Theorem 3.5 may not be true as seen in the following example.

**Example 3.6.** Let $L$ be a BL-algebra in Example 3.4(2). Then $\{1\}$ is a deductive system of $L$, but not a grishly deductive system of $L$ since $P(d, a \setminus 0) = 1 \in \{1\}$ and $P(d, a) = 1 \in \{1\}$, but $P(d, 0) = a \not\in \{1\}$.

**Theorem 3.7.** If $L$ is implicative, then every deductive system is a grishly deductive system.

**Proof.** Let $D$ be a deductive system of an implicative BL-algebra $L$. Let $x, y, z \in L$ be such that $P(x, y \setminus z) \in D$ and $P(x \setminus y) \in D$. Since $L$ is implicative, we have

$$P(P(x \setminus y) \setminus P(x \setminus z)) = P(x, y \setminus z) \in D,$$

and so $P(x \setminus z) \in D$ by (ds2). Hence $D$ is a grishly deductive system of $L$. \qed

For every $w \in L$, we define a set

$$[w] := \{x \in L \mid P(w \setminus x) = 1\}.$$
Obviously, $1, w \in [w]$. The following example shows that $[w]$ is not a deductive system of $L$ in general.

**Example 3.8.** Let $L$ be a BL-algebra in Example 3.4(2). Then $[a] = \{1, a\}$ is not a deductive system of $L$ since $P(a \backslash b) = a \in [a]$ and $a \in [a]$, but $b \notin [a]$.

We give a condition for $[w]$ to be a deductive system of $L$.

**Theorem 3.9.** Let $w$ be a fixed element of $L$. Then the set $[w]$ is a deductive system of $L$ if and only if the following implication is valid:

$$(1) \quad (\forall x, y \in L)(P(w, x \backslash y) = 1, P(w \backslash x) = 1 \Rightarrow P(w \backslash y) = 1).$$

**Proof.** Assume that $[w]$ is a deductive system of $L$ and let $x, y \in L$ be such that $P(w, x \backslash y) = 1$ and $P(w \backslash x) = 1$. Then $P(x \backslash y) \in [w]$ and

Conversely, suppose that the implication (1) is valid. Let $x, y \in L$ be such that $x \in [w]$ and $P(x \backslash y) \in [w]$. Then $P(w \backslash x) = 1$ and $P(w, x \backslash y) = 1$, which imply from hypothesis that $P(w \backslash y) = 1$, i.e., $y \in [w]$. Hence $[w]$ is a deductive system of $L$. \hfill \Box

**Theorem 3.10.** If $\{1\}$ is a grisy deductive system of $L$, then the set $[w]$ is a deductive system of $L$ for all $w \in L$.

**Proof.** Let $x, y \in L$ be such that $x \in [w]$ and $P(x \backslash y) \in [w]$. Then $P(w \backslash x) = 1 \in \{1\}$ and $P(w, x \backslash y) = 1 \in \{1\}$. Since $\{1\}$ is a grisy deductive system of $L$, it follows from (ds5) that $P(w \backslash y) = 1$ so that $y \in [w]$. Therefore $[w]$ is a deductive system of $L$. \hfill \Box

For every nonempty subset $D$ of $L$ and $a \in L$, we define

$$D_a := \{x \in L \mid P(a \backslash x) \in D\}.
$$

Note that $D_1 = D$. Let $D$ be a deductive system of $L$. Then there exists $u \in L$ such that $D_a$ is not a deductive system of $L$ as seen in the following example.

**Example 3.11.** Let $L$ be a BL-algebra in Example 3.4(2). Consider a deductive system $D = \{1, c\}$ of $L$. Then $D_a = \{1, a, c, d\}$ is not a deductive system of $L$, since $P(a \backslash b) = a \in D_a$ and $a \in D_a$, but $b \notin D_a$.

We now provide a condition for a deductive system to be a grisy deductive system.
Theorem 3.12. Let $D$ be a deductive system of $L$. Then $D$ is a grisly deductive system of $L$ if and only if for every $u \in L$, $D_u$ is a deductive system of $L$.

Proof. Assume that $D$ is a grisly deductive system of $L$ and let $u \in L$. Obviously, 1 \in D_u. Let $x, y \in L$ be such that $P(x \nparallel y) \in D_u$ and $x \in D_u$. Then $P(u, x \nparallel y) \in D$ and $P(u \nparallel x) \in D$. Using (ds5), we know that $P(u \nparallel y) \in D$, and so $y \in D_u$. Hence $D_u$ is a deductive system of $L$.

Conversely, suppose that $D_u$ is a deductive system of $L$ for every $u \in L$. Let $x, y, z \in L$ be such that $P(x, y \nparallel z) \in D$ and $P(x \nparallel y) \in D$. Then $P(y \nparallel z) \in D_x$ and $y \in D_x$, which imply from (ds2) that $z \in D_x$, that is, $P(x \nparallel z) \in D$. Therefore $D$ is a grisly deductive system of $L$. □

Lemma 3.13. Let $D$ be a nonempty subset of $L$ such that

(ds1) $1 \in D$,
(ds6) $(\forall x, y, z \in L) (x \in D, P(x, y \nparallel z) \in D \Rightarrow P(y \nparallel z) \in D)$.

Then $D$ is a grisly deductive system of $L$.

Proof. Let $x, y \in L$ be such that $x \in D$ and $P(x \nparallel y) \in D$. Then $P(x, 1 \nparallel y) = P(x \nparallel y) \in D$ and $x \in D$. It follows from (p1) and (ds6) that $y = P(1 \nparallel y) \in D$. Hence $D$ is a deductive system of $L$. Now let $x, y, z \in L$ be such that $P(x, y \nparallel z) \in D$ and $P(x \nparallel y) \in D$. Using (p10) and (p12), we have

$P(x, y \nparallel z) = P(y, x \nparallel z) \leq P(P(x \nparallel y) \setminus P(x, x \nparallel z))$,

which together with (ds4) implies that $P(P(x \nparallel y) \setminus P(x, x \nparallel z)) \in D$. Since $P(x \nparallel y) \in D$, it follows from (ds6) that $P(x \nparallel z) \in D$. Therefore $D$ is a grisly deductive system of $L$. □

Lemma 3.14. Every grisly deductive system $D$ of $L$ satisfies the following implication.

(ds7) $(\forall x, y \in L) (P(x, x \nparallel y) \in D \Rightarrow P(x \nparallel y) \in D)$.

Proof. Straightforward. □

Lemma 3.15. Let $D$ be a grisly deductive system of $L$.

(i) If $D$ satisfies (ds7), then it also satisfies

(ds8) $(\forall x, y, z \in L) (P(x, y \nparallel z) \in D \Rightarrow P(P(x \nparallel y) \setminus P(x \nparallel z)) \in D)$.

(ii) If $D$ satisfies (ds8), then it also satisfies (ds6).

Proof. (i) Let $x, y, z \in L$ be such that $P(x, y \nparallel z) \in D$. Note that

$P(x, y \nparallel z) \leq P(x, P(x \nparallel y), x \nparallel z) = P(x, x \nparallel P(P(x \nparallel y) \setminus P(x \nparallel z)))$.
which implies from (ds4) that $P(x,x \backslash P(P(x,y) \backslash z)) \in D$. Using (ds7) and (p10), we have

$$P(P(x,y) \backslash P(x,z)) = P(x \backslash P(P(x,y) \backslash z)) \in D.$$  

(ii) Let $x,y,z \in L$ be such that $x \in D$ and $P(x,y,y \backslash z) \in D$. Then $P(y,y \backslash P(x,z)) = P(y,y,x \backslash z) \in D$ by (p10). It follows from (p1), (p2), (p10), and (ds8) that

$$P(x \backslash P(y,z)) = P(y \backslash P(x,z)) = P(P(y,y) \backslash P(y \backslash P(x,z))) \in D.$$  

Since $D$ is a deductive system of $L$ and $x \in D$, we have $P(y \backslash z) \in D$ by (ds2). This completes the proof.  

Combining Theorem 3.5 and Lemmas 3.13, 3.14 and 3.15, we have

**Theorem 3.16.** Let $D$ be a nonempty subset of $L$. Then the following are equivalent.

(i) $D$ is a grisly deductive system of $L$.

(ii) $D$ is a deductive system of $L$ that satisfies the condition (ds7).

(iii) $D$ is a deductive system of $L$ that satisfies the condition (ds8).

(iv) $D$ satisfies conditions (ds1) and (ds6).

**Theorem 3.17** (Extension property for grisly deductive systems). Let $C$ and $D$ be deductive systems of $L$ such that $C \subset D$. If $C$ is a grisly deductive system of $L$, then so is $D$.

**Proof.** Let $x,y,z \in L$ be such that $P(x,y \backslash z) \in D$. Then

$$P(x,y \backslash P(P(x,y) \backslash z)) = P(P(x,y \backslash z) \backslash P(x,y) \backslash z)) = 1 \in C.$$  

It follows from (ds8) that $P(P(x,y) \backslash P(x \backslash P(x,y) \backslash z))) \in C$ so that

$$P(P(x,y \backslash z) \backslash P(x,y) \backslash z)) = P(P(x,y) \backslash P(x,y) \backslash z))) = P(P(x,y) \backslash P(x \backslash P(x,y) \backslash z))) \in C \subset D.$$  

Since $D$ is a deductive system of $L$ and $P(x,y \backslash z) \in D$, we have

$$P(P(x,y \backslash z)) = P(P(x,y),x \backslash z) \in D$$  

by (ds2). This shows that $D$ satisfies (ds8), and so $D$ is a grisly deductive system of $L$ by Theorem 3.16.  


4. Concluding remarks

In this paper, we introduced the notion of grisly deductive systems of a BL-algebra, and gave conditions for a deductive system to be a grisly deductive system. We established an extension property for a grisly deductive system. The results of this paper will be devoted to study of MV-algebras, lattice implication algebras, Łukasiewicz’ logic, Gödel’s logic and the product logic, which are different extensions of basic logic. Moreover, it will be devoted to the problem to reveal the logical content of various methods from fuzzy logic which play a specific role in fuzzy control and expert systems, e.g. Zadeh’s compositional rule of inference, generalized modus ponens, min-composition, generalized quantification, etc. Some important issues for future work are: (i) developing the properties of a (grisly) deductive system, (ii) defining new deductive systems which are related to given (grisly) deductive systems, (iii) finding useful results on the new structures, and (iv) constructing the fuzzification of such structures.
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