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ABSTRACT

Reversible data hiding scheme is a form of steganography in which the secret embedding data can be retrieved from a stego image for the purpose of identification, copyright protection and making a covert channel. The reversible data hiding should satisfy that not only are the distortions due to artifacts against the cover image invisible but also it has large embedding capacity as far as possible. In this paper, we propose a robust reversible data hiding scheme by exploiting the differences between a center pixel and its neighboring pixels in each sub-block of the image to embed secret data into extra space. Moreover, our scheme enhances the embedding capacity and can recover the embedded data from the stego image without causing any perceptible distortions to the cover image. Simulation results show that our proposed scheme has lower visible distortions in the stego image and provides robustness to geometrical image manipulations, such as rotation and cropping operations.
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1. INTRODUCTION

Reversible data hiding has recently become a major security technology with increasing importance and widespread distribution of digital media through the Internet with mobile computing [1,2]. The data hiding is referred to as a process to hide secret data into cover media, which plays an important role in multimedia security. Reversibility means that not only secret data but also cover image can be precisely recovered in the decoding stage. Hence, it is applicable to some kind of scenarios such as military remote sensing imaging, diagnostic medical imaging, precious arts protection, and online content distribution systems, and so on.

On the other hand, if some data are embedded into an image, the pixel values of the marked image might be changed. Then, the changes of pixel values are subject to causing degradation to the image. Unless the altered pixels are completely recovered to their original state after the secret data has been extracted, a potential distortion can naturally be occurred. Therefore, reversible data hiding techniques, which can recover the hidden data without degrading the visual quality of original image as far as possible, are necessary.

For some applications, moreover, it is desired that the hidden data will be robust against unintentional changes applying to the stego image, such as geometrical distortion and unavoidable addition of random noise which is below a certain level and does not affect the content of an image. The geo-
metrical distortion is known as one of the most difficult attacks to resist since it can desynchronize the location of the hidden data and hence cause an incorrect secret data extraction. That is, the original cover image should be recovered without any distortion after hidden data extraction only if the stego image remains intact, and conversely, the hidden data should be extracted correctly even if the stego image goes through geometric operations to some extent. Techniques with this property are referred to as a robust data hiding.

However, reversible data hiding introduces certain technical challenges such that increasing the embedding capacity (payload), maintaining the reversible characteristic, decreasing the distortion of the cover image and providing robustness against falsification, simultaneously.

In this paper, we propose a reversible data hiding scheme based on the concept of difference values of the image. Particularly, we divide a cover image into a series of non-overlapping sub-blocks consisting of 3×3 pixels. In each block, a number of pixel differences between a center pixel and its neighboring pixels are calculated while the center pixel remains intact. As a reference of the center pixel, it will be used to restore the neighboring pixels. The extracted difference values of pixel are applied to two important operations for concealing information, named as extra space extraction and random permutation of pixels in each sub-block. These operations allow the proposed scheme to embed not only large secret data but also unnoticeable way into each sub-block in a single-pass period. Moreover, a multi-pass embedding period can be used to increase the embedding capacity. As a result, the proposed scheme can embed much more data than other existing reversible data hiding schemes.

The rest of the paper is organized as follows: Section 3 gives an overview of related work in the area of reversible data hiding. The proposed scheme and its characteristics are described in Section 3. Experimental results and performance comparison are shown in Section 4. Finally, we conclude the paper in Section 5.

2. RELATED WORK

In recent years, a variety of reversible data hiding schemes have been proposed in the literatures. Most of them can be classified into transform domain, compressed domain and spatial domain schemes.

In the transform domain schemes [3], the host image is transformed into a set of coefficients first, and then these coefficients are modified according to secret bits. After that, the modified coefficients are inversely transformed into marked pixels. For example, Yang et al. [4] proposed a reversible data hiding scheme based on integer discrete cosine transform, while Xuan et al.'s scheme [5] is based on integer wavelet transform.

The compressed domain schemes are designed for images compressed by means of JPEG [6], vector quantization [7], block truncation coding [8], etc.

The spatial domain method is based on lossless data compression where the subsequent schemes can be further divided into two subcategories. One is based on difference expansion and the other is based on histogram shifting. The former was developed by Tian [9] with the idea of expanding the difference between a pair of adjacent pixels, and then embedding data in the expanded versions. For example, Chang et al. [10] proposed a just noticeable distortion (JND) based method exploiting pair-difference correlations among DCT domain sub-images. In [11], Alattar extended the difference expansion method via generalized integer transform for capacity enhancement. As a result, \( n - 1 \) bits can be hidden in a set of \( n \) adjacent pixels. In addition, various improved difference expansion methods are proposed in [12,13]. In [14], the histogram shifting principle is firstly proposed which
usually consists of two stages during data embedding. The first stage is to find peak and zero points of the host image histogram. Then the bits between the peak and zero points are shifted with one level, and hence the peak point is emptied. In the second stage, the secret bit is embedded by adjusting the new peak point and the emptied one. Recently, many reversible data hiding schemes based on histogram shifting are presented in [15,16].

3. PROPOSED REVERSIBLE DATA HIDING SCHEME

3.1 Design Objectives

A fundamental issue in data hiding is to achieve balance between the embedding capacity and the visual quality against image distortion, and to provide robustness against falsification. Even though there are lots of metrics used to evaluate the effectiveness of a data hiding scheme, we consider the followings as our design objectives in this paper:

- **Providing Large Embedding Capacity.** The well-designed data hiding algorithm should be able to provide a large embedding capacity. That is, the embedding capacity needs to be more than some threshold so that it can be easily recognized after the extraction of hidden data.

- **Preserving High Visual Quality.** A successful image hiding method can maintain a stego image quality that is visually identical to the cover image. The peak-signal-to-noise ratio (PSNR) is a common measure of stego image quality.

- **Assuring Robustness.** The scheme should be resistant to falsification from image processing and malicious attacks. That is, the embedded information cannot be removed beyond reliable detection by targeted attacks based on a full knowledge of the embedding algorithm.

3.2 Workflow Overview

In the proposed scheme, reversible data hiding and retrieval algorithms are designed by calculating a series of pixel differences between a center pixel and its neighboring pixels in each sub-block of the cover image and by utilizing the pixel differences. In this way, the secret data is embedded into the value of pixel differences in the extracted extra space under secret key $k$. Table 1 gives the notations that will be used in this paper.

For example, let image be a grayscale cover image with $N \times N$ pixels partitioned into $n$ number of non-overlapping $3 \times 3(m \times m)$ sized sub-blocks. Then $r(r = m \times m)$ pixels in sub-block, $p_1, p_2, ..., p_r$, are obtained. In each sub-block, we select a center pixel $p_c$, and create a series of pixel differences between the center pixel and its neighboring pixel values $d_i = p_c - p_i$, where $1 \leq i \leq r$ and $i \neq c$. The center pixel $p_c$ of each sub-block remains unaltered in the data embedding and extraction phases to restore other pixel values. After these operations, we can embed bits of the secret data $s$ into the extracted extra space.

In general, the perception of an image is developed by the strong correlation of the neighborhood pixels in the image. Therefore, in order to break such perception, most of the algorithm decorrelates those neighboring pixels, either by moving the pix-

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Secret data (binary bits)</td>
</tr>
<tr>
<td>$k, k_p$</td>
<td>Secret and Permutation key (indexing)</td>
</tr>
<tr>
<td>$N$</td>
<td>Size of image</td>
</tr>
<tr>
<td>$r$</td>
<td>Pixels in sub-block</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of sub-block</td>
</tr>
<tr>
<td>$p_c$</td>
<td>Center pixel in sub-block</td>
</tr>
<tr>
<td>$p_i$</td>
<td>$i^{th}$ pixel in sub-block</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Difference value of $i^{th}$ pixel</td>
</tr>
<tr>
<td>$d'_i$</td>
<td>Modified value of $i^{th}$ pixel</td>
</tr>
<tr>
<td>$d'_{pix}$</td>
<td>Permuted position of pixel under $k_p$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Pre-defined threshold</td>
</tr>
<tr>
<td>$b_{ij}$</td>
<td>Binary representation, $j^{th}$ bit of $i^{th}$ pixel</td>
</tr>
</tbody>
</table>
els to other position or changing the value of those pixels according to a certain rule. In our scheme, permutation breaks the neighboring pixels correlation by moving position of a pixel to other position that can produce the pseudorandom sequences with good randomness. A one-to-one pixel permutation is necessary for encryption so that the decryption process is possible [17,18]. The permutation is uses key $k_p$ generated by a pseudorandom index generator (PRIG), which is usually transmitted through a secured channel for intended users only. A strong level of security for numerous cryptosystems and data hiding schemes is directly dependent on the quality of PRIG. Such a generator can strongly improve the security in data hiding and cryptography. Due to the unpredictability of PRIG, the possibilities offered to attackers to achieve their goal are drastically reduced.

The permutation key is useful for reducing the intelligible information having the properties: (1) displacement of each element from its own location, (2) adjacent element’s appearance in different order. We provide the detailed data embedding and extracting processes in the following section.

3.3 Data Hiding and Extraction Phases

Fig. 1 shows the reversible data hiding and extraction phases of our scheme, which consist of creating pixel differences, extra space extraction, random permutation, and embedding and extraction procedures with secret data $s$, secret key $k$ and random permutation key $k_p$.

**Data Hiding Phases.** Before data embedding, we modify pixel differences to obtain extra space $d_i$. For this purpose, we set a pre-defined threshold value $\tau$, which is non-negative integer. Then, a difference value $d_i$ is modified to $d'_i$ as follows:

$$d'_i = \begin{cases} d_i + 1, & \text{if } d_i > \tau; \\ d_i, & \text{if } (-\tau) \leq d_i \leq \tau; \\ d_i - 1, & \text{if } d_i < (-\tau). \end{cases}$$

(1)

where $1 \leq i \leq r$ and $i \neq c$, and $\tau$ is threshold value.

Then, in the embedding process, each $d'_i$ can be represented by 8 bits, $b_{i,0}, b_{i,1}, \ldots, b_{i,7}$,

$$b_{i,j} = \lfloor d'_i / 2^j \rfloor \pmod{2},$$

(2)

$$d'_i = \sum_{j=0}^{7} b_{i,j} \cdot 2^j, \quad j = 0,1,\ldots,7.$$  

(3)

The secret data $s_i$ is embedded into $b_{i,0}$ bit of the modified value $d'_i$ under the key $k_i$ by using a bitwise XOR operation given in equation (4),

$$b_{i,0} \leftarrow b_{i,0} \oplus s_i \oplus k_i$$

(4)

where $1 \leq i \leq r$, $i \neq c$ and $s_i, k_i \in \{0, 1\}$.

Then, the embedded values $\{d'_1, d'_2, \ldots, d'_r\}$ of the extra space in sub-block are applied to the random permutation. The pixels in the sub-block are calculated using the following permutation operation (5).

$$P_{k_p} \left[ d'_1, d'_2, \ldots, d'_r \right]_n = \left[ d'_{k(1)}, d'_{k(2)}, \ldots, d'_{k(r)} \right]_n$$

(5)

where $n$ is the number of the sub-blocks and $k_p \in \{k_1, k_2, \ldots, k_r\}$ is the permutation key.

Finally, we restore the pixels $p_{si}$ of stego image by using the difference values between a center pixel and neighboring permuted pixels $p_{si} = p_i - d'_{k(i)}$, where $1 \leq i \leq r$ and $i \neq c$. Once the secret data embedded into cover image, the components of the stego image can be changed. In general, the difference between the cover image and the stego image...
is unnoticeable by the human eyes. Therefore, we can check the histogram distribution of the stego image to identify alteration of processing as shown in Fig. 2.

![Fig. 2. Histogram distributions of Lena images (512x512).](image)

**Data Extraction Phase.** We extract the secret data $s$ and reverse the embedded stego image to the cover image. We calculate the difference values
\[ d'_{i,j} = p_{i,j} - ps_{i,j}. \]
The permutation is applied to restore a pixel's positions of each cover sub-blocks by using the permutation key $k_i$ as follows:
\[ P_{k_i} \{ d'_{i,j_1}, d'_{i,j_2}, ..., d'_{i,j_n} \} = \{ d_{i,j_1}, d_{i,j_2}, ..., d_{i,j_n} \}. \] (6)

In order to reconstruct the secret data $s$, the difference values $d_{i,j}$ are represented by binary form $b_{i,j}$. Then, we perform a reverse embedding by using the bitwise XOR operation between the $b_{i,0}$ bit of the modified value $d'_{i}$ and secret key $k_i$ given in equation (7),
\[ s_i = b_{i,0} \oplus k_i \] (7)
where $1 \leq i \leq r$, $i \neq c$ and $s_i, k_i \in \{0, 1\}$.

As a result of this operation, we obtain the hidden secret data $s$ and then the $b_{i,0}$ bit value is restored without any degradation by using equation (4). Afterward, the represented value $d_{i}'$ from binary form (3) is modified to the difference value $d_i$, according to the following equation (8),
\[ d_i = \begin{cases} d_i' + 1, & \text{if } d_i' > \tau + 1; \\ d_i', & \text{if } (-\tau) + 1 \leq d_i' \leq \tau + 1; \\ d_i' - 1, & \text{if } d_i' \leq (-\tau) + 1. \end{cases} \] (8)
where $1 \leq i \leq r$, $i \neq c$ and $\tau$ is threshold value.

The pixel of restored image are obtained by calculating a difference between the center pixel and its neighbor pixels as $p_i = p_c - d_i$, where $1 \leq i \leq r$ and $i \neq c$.

4. EVALUATIONS

4.1 Performance

In this section, we describe our experiments and discuss the results. We simulated our experiments under a PC with 1.8G Hz Dual CPU, 6G RAM, and Windows Vista platform. The simulation was carried out using Matlab version R2008a. In order to evaluate the performance of our proposed scheme, we considered eight commonly used grayscale images with the size of 512x512 as shown in Fig. 3.

The embedding capacity is an important factor for reversible data hiding since one can hide more data with less computation and with a reasonably good perceptual quality. In fact, the embedding capacity is directly related to the quality of the embedded image, which is measured by Peak-Signal-to-Noise-Ratio (PSNR) as follows:
\[ PSNR = 10 \log \frac{255^2}{MSE}; \quad MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} (I_{i,j} - I'_{i,j})^2 \] (9)
where $MSE$ is the mean square error between the cover image $I$ and the corresponding stego image $I'$.

Typically, it is acceptable if the $PSNR$ in both lossy image and video compression is between 30 dB and 50 dB, where higher is better performance. The permissible quantity of concealing (PQC) is the proportion of the maximum quantity of concealment to the size of image. The $PQC$ can be found by the formula $PQC = Q/(N \times N)$, where $Q$ is the total quantity of payload.
We chose the Fig. 3(k) as the secret data, which is divided into several payload parts: 30 percent of whole payload is 69,360 bits, 60 percent of whole payload is 138,720 bits, 100 percent of whole payload is 231,200 bits, and so on.

We simulated the embedding quality of Lena image with a different payload sizes as shown in Fig. 4. We can embed 231,200 bits (0.889bpp) payload (=28K bytes), for an image of 512×512 size, and presented the results of PSNR for all test images in Table 2. In this experiment, we considered two parameters related to improve the performance of the scheme: pre-defined threshold \( \tau \) which is a condition for generating extra space, and \( R \) is repetition of the embedding through multi-pass period.

As shown in Table 2, the pre-defined threshold \( \tau \) value is not effective to the increase of PSNR, but repetition \( R \) of sub-block is directly affected to the decrease of PSNR. However, the number of repetition can generate secure data hiding system because the pixels of each sub-block will permute \( R \) times.

Table 3 shows the visual quality and the per-

### Table 2. The visual quality of test images depend on threshold value and multi-pass period of embedding

<table>
<thead>
<tr>
<th>Test Images</th>
<th>PSNR(dB)</th>
<th>( \tau ) (threshold)</th>
<th>( R ) (times)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Airplane</td>
<td>47.36</td>
<td>47.34</td>
<td>47.29</td>
</tr>
<tr>
<td>Baboon</td>
<td>47.12</td>
<td>47.17</td>
<td>47.09</td>
</tr>
<tr>
<td>Barbara</td>
<td>47.66</td>
<td>47.59</td>
<td>47.61</td>
</tr>
<tr>
<td>Tiffany</td>
<td>48.32</td>
<td>48.38</td>
<td>48.32</td>
</tr>
<tr>
<td>Goldhill</td>
<td>48.26</td>
<td>48.25</td>
<td>48.33</td>
</tr>
<tr>
<td>House</td>
<td>47.46</td>
<td>47.61</td>
<td>47.54</td>
</tr>
<tr>
<td>Lena</td>
<td>48.34</td>
<td>48.30</td>
<td>48.36</td>
</tr>
<tr>
<td>Pepper</td>
<td>48.05</td>
<td>48.17</td>
<td>48.19</td>
</tr>
</tbody>
</table>
Table 3. Visual quality and permissible quantity of test images depend on payload sizes

<table>
<thead>
<tr>
<th>Test Images</th>
<th>PSNR (dB)</th>
<th>payload (30%)</th>
<th>PSNR (dB)</th>
<th>payload (60%)</th>
<th>PSNR (dB)</th>
<th>payload (100%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>47.27</td>
<td>60,360bits</td>
<td>39.53</td>
<td>138,720bits</td>
<td>33.41</td>
<td>231,200bits</td>
</tr>
<tr>
<td>Baboon</td>
<td>47.11</td>
<td></td>
<td>38.87</td>
<td></td>
<td>34.59</td>
<td></td>
</tr>
<tr>
<td>Barbara</td>
<td>47.59</td>
<td>0.267bpp</td>
<td>40.15</td>
<td>0.533bpp</td>
<td>35.29</td>
<td></td>
</tr>
<tr>
<td>Tiffany</td>
<td>48.22</td>
<td></td>
<td>42.65</td>
<td></td>
<td>35.65</td>
<td></td>
</tr>
<tr>
<td>Goldhill</td>
<td>48.31</td>
<td></td>
<td>41.69</td>
<td></td>
<td>35.29</td>
<td></td>
</tr>
<tr>
<td>House</td>
<td>46.54</td>
<td></td>
<td>39.13</td>
<td></td>
<td>33.65</td>
<td></td>
</tr>
<tr>
<td>Lena</td>
<td>48.49</td>
<td></td>
<td>41.43</td>
<td></td>
<td>35.29</td>
<td></td>
</tr>
<tr>
<td>Pepper</td>
<td>48.23</td>
<td></td>
<td>40.68</td>
<td></td>
<td>35.63</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The performance comparison with previous data hiding schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>PSNR (dB)</th>
<th>Capacity (bits)</th>
<th>PQC (bpp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chang et al.'s</td>
<td>40.49</td>
<td>4,096</td>
<td>0.015</td>
</tr>
<tr>
<td>Ni et al.'s</td>
<td>48.20</td>
<td>5,460</td>
<td>0.021</td>
</tr>
<tr>
<td>Tian's</td>
<td>43.52</td>
<td>52,445</td>
<td>0.020</td>
</tr>
<tr>
<td>Proposed</td>
<td>48.49</td>
<td>69,360</td>
<td>0.301</td>
</tr>
<tr>
<td>Airplane</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chang et al.'s</td>
<td>40.26</td>
<td>4,096</td>
<td>0.015</td>
</tr>
<tr>
<td>Ni et al.'s</td>
<td>48.30</td>
<td>16,171</td>
<td>0.062</td>
</tr>
<tr>
<td>Tian's</td>
<td>44.49</td>
<td>65,920</td>
<td>0.251</td>
</tr>
<tr>
<td>Proposed</td>
<td>47.27</td>
<td>69,360</td>
<td>0.301</td>
</tr>
<tr>
<td>Baboon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chang et al.'s</td>
<td>35.95</td>
<td>4,096</td>
<td>0.015</td>
</tr>
<tr>
<td>Ni et al.'s</td>
<td>48.20</td>
<td>5,421</td>
<td>0.021</td>
</tr>
<tr>
<td>Tian's</td>
<td>36.39</td>
<td>27,948</td>
<td>0.106</td>
</tr>
<tr>
<td>Proposed</td>
<td>47.11</td>
<td>69,360</td>
<td>0.301</td>
</tr>
</tbody>
</table>
each block of quantized discrete cosine transformation (DCT) coefficients on a JPEG image. Two successive zero coefficients of the medium-frequency components in each block are used for secret data to be embedded. Let \( L \) be the number of bits carried in one block. Overall, our scheme is superior to Chang et al.’s method.

Our scheme can offer a large embedding capacity than Tian’s scheme [9]. Since there is large variation in the gray–levels of most adjacent pixels in "Baboon", the amount of extra data is so large required to be recorded by Tian’s scheme [9] that there is not enough space to hide the secret data. Although Ni et al.’s scheme [14] provides a better stego image quality, hiding capacity of Ni et al.’s is much smaller than that of the our scheme.

We considered the confidentiality of our proposed scheme according to random permutation. To protect the embedded data securely, a common way is to use a cryptographic method additionally with the data hiding. It is desired to add security protection directly into the data hiding process, aiming to increase the difficulty for unauthorized user to extract, alter, and forge hidden data by manipulating the stego image. Hence, the stego image should be possess certain random properties. We have performed statistical analysis by calculating the histogram of the correlation of two adjacent pixels in the stego images. Fig. 6 shows the results of the permutation techniques. Here, we simulated two different techniques such as bit and pixel permutations.

As a result, the bit permutation is better approach for image encryption and hashing according to the perception of hiding. Generally, after the bit permutation, the encrypted image will be appeared as a noisy image. However, reversible data hiding means that not only secret data but also cover image must be precisely recovered in decoding.

In the pixel permutation, eight pixels in a sub-block are taken as a group and permuted with the same sized key. Our obtained the stego image is nearly similar to the cover image due to high correlation between the adjacent pixels in 3×3 resized sub-block as shown in Fig. 6. Thus, the pixel permutation with small sized sub-block is suitable for reversible data hiding. But in larger 16×16 resized sub-block, the edges are slightly distorted in the encrypted image. However, the histogram of the stego image is same as the histogram of the cover image while the pixel values are same after encryption but their position will be changed.

4.2 Robustness

In this section, we evaluated the robustness of our scheme against several image processing operations. The robustness in data hiding is the
process of extraction the correct data after compression or any other alteration applied on the embedded image.

Hence, for fair benchmarking and performance evaluation, the robustness due to the embedding is an important issue. Since there is no universal metric, we review in this section the most popular pixel-based distortion criteria and introduce one metric which makes use of effect in the human visual system (HVS) \[19\]. Most distortion measures used in visual information processing belong to the group of difference distortion measures, such as similarity measure.

To confirm the efficiency and robustness, well-known attacks such as rotation, cropping, JPEG compression and Gaussian noise are applied to our scheme in Fig. 7. For each attack, we computed a similarity measure between an original embedded data and attacked embedded data according to the percentage. This percentage is number of equal bits between original and extracted embedded data. A result less than or equal to 50% implies that the cover image has probably not been hidden. Table 5 shows the results of the robustness test against various image processing operations.

- **Rotation.** Let \( r_\alpha \) be the rotation of angle \( \alpha \) around the center of the stego image. The transformation \( r_\alpha \) is applied to the test image. Small angle rotation, often in combination with cropping, does not usually change the commercial value of the image but can make the embedded data un-detectable. By analyzing the similarity percentage between original and extracted embedding data, we can conclude that in case of robustness, the embedding data still remains after a rotation attack as shown in Table 5. The desired robustness is reached.

- **Cropping.** The attacker extracts a certain region of interest of the stego image while discarding the other portions. Obviously, we cannot invert cropping because it incurs a permanent loss of information about the discarded pixels. It can be noticed that cropping sizes and similarity percentages are rather inversely proportional as shown in Table 5. But, in case of robustness, even a small change of the stego image (a crop by 10 sub-blocks) leads to little different extracted embedded data. In this case, any attempt to alter the stego image will be signaled, thus the image is well authenticated.

- **JPEG compression.** A JPEG compression is applied to the test image depending on a compression level. This attack leads to a change of the representation domain (Spatial to DCT). In this case, the results in Table 5 illustrate a different robustness through JPEG compression. Here, the embedded data still remains after a compression level equal to 2, which is a good result on the different domain for embedding. For the authentication case, however, our scheme does not fulfill robustness to JPEG compression.

- **Gaussian noise.** The embedded image can be also attacked by the addition of a Gaussian noise

![Fig. 7. An attacked images by various image processing. (a) Rotation \( \alpha=10^\circ \), (b) Cropping (50 sub-blocks), (c) Gaussian noise \( \sigma=2 \), (d) JPEG compression \( r=10 \).](image)
depending on a standard deviation. According to the increase of deviation, the robustness of the scheme is directly affected to the decrease of the measure of similarity. In this case, our scheme is not robust to such operation as shown in Table 5. This result corresponds to our expectation because the proposed scheme is processed according to the pixel values.

5. CONCLUSION

In this paper, we proposed a robust reversible data hiding technique for grayscale image. The proposed scheme utilizes the difference values between the neighboring pixels in a sub-block to embed the embedding data. Our scheme not only improves the visual quality but also provides larger payload capacity than other related methods. Specifically, the proposed method is able to embed about 5K bytes through 28K bytes into a 512×512 grayscale image while guaranteeing the PSNR of the stego image versus the cover image to be above 46 dB. This implies that the proposed scheme can offer high embedding quality with a low image degradation. In addition, our scheme is robust against some attacks based on image processing such as rotation and cropping operations. It is expected that our reversible data hiding technique will be deployed for a wide range of applications in the areas such as secure medical image data system, law enforcement, image authentication and covert secure communication, and so on.
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