ABSTRACT

Physiological signals provide important clues in the diagnosis and prediction of disease. Analyzing these signals is important in health and medicine. In particular, data preprocessing for physiological signal analysis is a vital issue because missing values, noise, and outliers may degrade the analysis performance. In this paper, we propose PhysioCover, a system that can recover missing values of physiological signals that were monitored in real time. PhysioCover integrates a gradual method and EM-based Principle Component Analysis (PCA). This approach can (1) more readily recover long- and short-term missing data than existing methods, such as traditional EM-based PCA, linear interpolation, 5-average and Missing Value Singular Value Decomposition (MSVD), (2) more effectively detect hidden variables than PCA and Independent component analysis (ICA), and (3) offer fast computation time through real-time processing. Experimental results with the physiological data of an intensive care unit show that the proposed method assigns more accurate missing values than previous methods.
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1. INTRODUCTION

Physiological data are observations of physiological activities from neurons, cardiac rhythms, tissues and organs. They are measured by non-invasive methods such as surface sensors on the skin of a user, or invasive methods such as measurement method of Arterial Blood Pressure (ABP). They may provide a robust and accurate means of detecting and predicting diseases, because the signals correspond to internal physiology. Many physiological signals, such as Electroencephalography (EEG), Electrocardiography (ECG), ABP, and Heart rate are recorded in digital format. Analyzing these digital signals to extract useful health information is an emerging research area in biomedical engineering.

Physiological signal analysis is performed for many reasons. These signals are mostly collected by multi sensors per patient over time. They are often sampled as a matrix to correctly analyze data. Recently, physiological signals have been measured by small, wearable, and wireless sensors, while the patient is moving in real time. Many studies using physiological signals focus on the prediction or classification of events, such as epileptic seizure, acute hypotensive episodes, emotion recognition, and so on [1]-[3]. To correctly analyze data, the collected data are required to be precise and reliable.

However, the dataset of most Physiological signals includes a lot of short- or long-term missing values, and noise
(outliers). Most studies treat missing values by removing a specific signal, or by using a simple method, such as averaging of observed data, normalization, and linear interpolation [4]-[7]. These methods may cause a biased model because of the loss of information. Furthermore, they underestimate standard deviation, since they do not consider the uncertainty in missing values. Consequently, this problem may result in irreversible health damage and death through faulty analysis due to the characteristics of the physiological data.

In this paper, we propose **PhysioCover**, which recovers missing values of physiological signals by gradually updating the weight values of Principle Component Analysis (PCA) based on an Expectation Maximization approach. It also summarizes large data by detecting hidden variables in real-time. The proposed method can solve the problem of a biased model, which is inherited from missing data, and reduce the loss of information by recovering missing values. Experimental results with physiological data of an intensive care unit show that the proposed method replaces more accurate missing values than previous methods such as the traditional EM-based PCA (EM-PCA), linear interpolation, 5-average and Missing Value Singular Value Decomposition (MSVD) with respect to classification accuracy. Our contributions are as follows;

- **Robust missing value recovery**: The proposed method which combines an EM-based PCA and gradual approach provides a good recovery result for long-term missing values of physiological signals.

- **Hidden variable detection**: Our method detects a few hidden variables, which summarize the whole signals.

- **Scalability**: PhysioCover provides a scalable approach that needs computation time \( O(r \cdot k) \), where \( r \) is the number of iterations and \( k \) is the number of hidden variables in the model to recover missing values, and summarizes physiological signals. Therefore, we expect it will scale well for various real time series data of multi-dimensions.

The remainder of this paper is organized as follows: section 2 presents the proposed method for recovering missing values. Section 3 describes the result of experiments of the proposed method with physiological data of an intensive care unit. In section 4, we discuss the existing methods in comparison with our method for recovering missing values. Finally, conclusions are drawn in section 5.

### 2. MATERIALS AND METHODS

The major goal of analyzing these physiological time series data is to forecast or to detect disease. Many mathematical tools, such as Linear Regression and Auto-Regression [8], assume completely observed data. However, missing observations often occur in many real applications, and thus, it presents a major challenge to model physiological time series in the presence of missing data.

#### 2.1 Background

Given a data matrix \( X_{\text{obs}} \) that contains missing values, an improved PCA is proposed to use alongside the Expectation and Maximization (EM) algorithm [9], [10]. It recovers the values of missing data through the Expectation and the Maximization steps. As a first step for recovering missing values, the initial values of missing values are filled with the mean of the column vector, and the recovered data are projected by PCA [11]. The Expectation step can be easily derived with the projection data for learning. The Maximization step re-computes the principal components with the obtained value at the Expectation step, and the missing values are replaced with the updated unitary values. The optimal value to fill the missing values is predicted in the iterative process of EM.

\[
\text{Expectation step: } \hat{W} = Y^T \cdot Y^{-1} \cdot Y^T \cdot X, \\
\text{Maximization step: } Y = X \cdot W^T \cdot (W \cdot W^T)^{-1},
\]

where \( Y \) is a projected matrix of \( m \times k \), and \( W \) is a \( k \times n \) matrix of the unknown states. The columns of \( Y \) will span the space of the first \( k \) principal components. The data matrix \( X \) can be projected into this \( k \) dimensional subspace by computation of the corresponding eigenvectors and eigenvalues explicitly. The EM-based PCA projects the data matrix \( X \) using \( W_{\text{new}} \), which is updated through the iterative process of Expectation and Maximization until convergence. The data matrix \( X \) can be reconstructed by \( Y \) and \( W_{\text{new}} \) as \( \hat{X} = Y \cdot W_{\text{new}} \). The missing values of data matrix \( \hat{X} \) are replaced by the reconstructed matrix \( \hat{X} \). The EM-based PCA recovers the missing values well. However, it requires much execution time for a large multi-dimension dataset because of the batch process [10]. Therefore, we propose the novel method of a gradual approach that allows real-time processing for recovering missing values.

#### 2.2 PhysioCover: A Gradual method with EM-based PCA

The proposed method is based on the gradual method and EM-based PCA. EM-based PCA demonstrated the advancement of recovering missing values [9]. Therefore, for the missing value recovery of the physiological time series data, we integrate a gradual model with the concept of EM-based PCA to update the weight vector in real time.

In the physiological time series data, \( x_t \in \mathbb{R} \) is the \( n \) signal measurement column-vector at time tick \( t \). That is, physiological data are represented as a \( t \times n \) matrix. For real time processing, we apply the gradual method to update the weight vectors, \( u_i \), at each time tick in the newly projected space. Each of the weight vectors, \( u_i \), is projected onto the input vector, \( x_t \), in the linear transformation of the data stream to obtain the hidden variables or components, \( y_t \) over time [8].

For the real time processing of the physiological data that include missing values, firstly, the number of hidden variables
is initialized by an arbitrary number, \( k \). Given input data \( x_t = x_{t,1}, x_{t,2}, \ldots, x_{t,n} \) with \( n \) dimensions at time \( t \), the \( i \)-th component, \( y_{t,i} \), is obtained as follows:

\[
y_{t,i} = \sum_{n=1}^{N} x_{t,n} \cdot w_{j,n}^T
\]  

(3)

where the input data \( x_t \) is computed by the previous weight vector, \( w_{t-1,j} (1 \leq i \leq k) \). Second, we estimate the energy, \( p_{i,j} \), and reconstruction error, \( e_{i,j} \) by Eqs. (4) and (5), respectively, in order to adjust the number of hidden variables or components. The energy initializes with a small positive value.

\[
p_{i,j} = 2p_{i,j} + y_{i,j}^2
\]  

(4)

\[
e_{i,j} = \hat{x}_{t,j} - x_{t,j}
\]  

(5)

This gradual approach uses the exponential forgetting factor, \( \lambda \), to reflect more recent trends in the data stream. The exponential forgetting factor, \( \lambda \), commonly uses values between 0.96 and 0.98 [8], [12]. It helps to reduce the huge memory usage, because no buffer space is required for the whole data. The magnitude of the estimates should also consider the past data captured by the participation weight vector \( w_{i,j} \), because the update is inversely proportional to the current energy \( E_{i,j} \) of the \( i \)-th hidden variable as follows:

\[
E_{i,j} = (1/t) \sum_{t=1}^{T} y_{i,j}^2
\]  

(6)

The participation weight vector is updated based on the following equation:

\[
w_{i,j} = w_{i,j} + (y_{i,j}e_{i,j} / p_{i,j})
\]  

(7)

Thirdly, we maximize the updated weight vector using Eqs. (1) and (2) by using the stopping criterion. In this study, we define the stopping criterion as follows: if the absolute value of the difference of a new weight vector and an old weight vector, \( 1(\delta, 0.001) \), or if the absolute value of the sum of the new weight vector and old weight vector of \( w \) is smaller than \( \delta \), it is treated as stopping criterion. For recovering missing values, we compute the reconstruction data \( \hat{x}_t \) with the updated weight matrix \( w_{\text{new}} \), and the new projected vector, \( y_t \). The missing values of input data, \( x_t \), are recovered by the reconstruction data, \( \hat{x}_t \), but the observed values in \( x_t \) are not replaced by \( \hat{x}_t \).

Finally, we obtain the actual hidden variables, \( \hat{y}_t = x_{\text{replace}} \cdot w_{\text{new}}^T \) at time \( t \), which is computed by newly recovered missing values of the input data \( x_t \) and the weight matrix \( w_{t,i} \) by Eq. (8), which is whitened to maximize the weight vector.

\[
w_{t,i}^{\text{new}} = w_{t,i} / \text{norm}(w_{t,i})
\]  

(8)

To automatically determine the number of hidden variables, we compute the energy \( E_{hv} \) based on the values of the hidden variables. In practice, we do not know the number of hidden variables \( k \). Therefore, we use an energy threshold to determine the number of hidden variables. The energy threshold corresponds to a bound, which contains the upper bounds \( FE_{x} \) and lower bounds \( FE_{x} \) of the energy [8], [13]. The energy of the hidden variable \( E_{hv} \) is compared with the predefined upper and lower bounds. If \( E_{hv} > FE_{x} \), the number of hidden variables, \( k \), increases. On the other hand, if \( E_{hv} < FE_{x} \), \( k \) decreases. We keep the number of hidden variables within the range \( FE_{x} \) to \( FE_{x} \). If the lower bound of energy is too low, the useful information of the data may be lost. In PhysioCover, we use the upper and lower energy thresholds of 0.98 and 0.95, respectively. This means that the energy of input data \( x_t \) is retained between 95% and 98%.

When new data \( x_{t+1} \) that include missing values arrives, missing values are recovered with the updated weight vector through the iterative process of the Expectation and Maximization step. The number of hidden variables will be adjusted automatically, while maintaining the predefined bounds. The algorithm of PhysioCover is shown in Table 1.

---

Table 1. PhysioCover algorithm

| Input: New input \( x_t \in \mathbb{R}^n \) |
| Output: Recovered data \( x_{\text{replace}} \) and Projected data \( y_t \) |

**Algorithm**

```text
if input vector \( x_t \) does not include missing values
{for \( i=1 \) to \( k \) \// \( k \) is the number of hidden variables
Eqs. (3)–(8) //carry out
end } 
else input vector \( x_t \) include missing values
{ \( x_{\text{replace}} = x_{\text{mean}} \) \// Initialize the missing values by \( x_{\text{mean}} \), while the observed values of \( x_t \) remain unchanged
for \( i=1 \) to \( k \) \// \( k \) is the number of hidden variables
while stopping criterion
Expectation and Maximization step: Eqs. (1) and (2) \// maximize weight vector
\( w_i = w_i / \text{norm}(w_i) \)
end
\( y_t = x_{\text{replace}} \cdot w_{\text{new}}^T \) \// Compute hidden variables
```
\[ \hat{x}_{t,\text{replace}} = y_t \cdot w_{\text{new}} \] // Reconstruction of input data \( x_t \)
\[ x_{t,\text{replace}} = \hat{x}_{t,\text{replace}} \] // Recover missing values
\}

\[ E_{h_t} = \lambda E_{h_t} + y_t^2 \] // Compute energy of total hidden variables
\[ E_x = \lambda E_x + y_{t,\text{replace}} \] // Compute energy of total input data
\[ \text{if } E_{h_t} < \gamma E_x \text{, then } k = k + 1 \] // Increase the number of hidden variables
\[ \text{else } E_{h_t} > \lambda E_x \text{, then } k = k - 1 \] // Decrease the number of hidden variables
\end{verbatim}

### 3. EXPERIMENT RESULTS

#### 3.1 Data descriptions

The dataset we used to verify the efficiency of the proposed method was obtained from a public access Intensive Care Unit (ICU) database [7], [14]. We used the dataset of 923 patients over 45 hours from the ICU database. The physiological signals of each patient were monitored using 18 sensors, such as heart rate (HR), arterial blood pressure (ABP), noninvasive indirect blood pressure (NBP), respiration, and saturation of oxygen measured by a pulse oximeter (SpO2), and so on. Each patient belongs to the Acute Hypotensive Episode (AHEs) or Non-AHEs class. The patients were separated into two groups; the group of Acute Hypotensive Episodes (AHEs) includes an AHE in the forecast window, and the other group does not include an AHE in the forecast window section. AHE group has 314 patients and the non-AHE group has 609 patients. In this dataset, several sensors were not recorded signal during the monitoring period from most of the patients (e.g. from 8 to 21th sensors). Therefore, we used only the monitored signals excluding all missing signals. We used the seven signals: HR, ABPSys, ABPDias, ABPMean, Pulse, RESP, and SpO2. The normal HR beats 50-100 per one minute. ABPSys and ABPDias mean systolic and diastolic pressures, respectively. ABPMean is the mean arterial pressure, and Pulse is the heart beats that are strong enough to be felt, at the wrist/knee/ankle, etc. RESP means respiration (13-16/min), and SpO2 is saturation of oxygen measured by a pulse oximeter. These signals include many missing values. We evaluated the performance of the proposed method using both simulated sample data and real time data. The simulated sample data were generated from some of the real data, and it not includes missing values. To measure the accuracy of recovering short and long-term missing values, we artificially removed the values of area during 3 or 4 hours in the simulated sample data.

#### 3.2 Recovery of Missing Values

For detection or prediction of AHEs, the signals that are monitored at least one hour before an AHEs event occurs are important [15]. However, if signal of this important point is missing, the detection or prediction of an AHEs event may be difficult. The purpose of the proposed method is to impute the missing values to prevent failures of detection and prediction because of the incomplete data. Given multiple physiological time series data with missing values, we propose PhysioCover, which recovers the missing values, finds the latent variables, and summarizes data.

Fig. 1 shows the original input signals of patient a40921 and the recovered signals by the proposed method. In Figure 1, if the value of a signal is zero, it means a missing value. Also, in the figures, the x-axis means the time point and y-axis means the real values that were recorded from the sensors. In Figure 1 (a), the ABPSys signal of patient a40921 has much short-term missing data. That is, the dropped down point to zero is a missing value. The missing signal is recovered without failure, which is the red color signal at the bottom of Figure 1(a). The RESP signal of a40921 has long-term missing values (in Fig. 1 (b)).
In this paper, we define long-term missing values as values that have been missing for more than an hour. Red ellipses indicate the missing area, and long-term missing lasted for 5 hours and 7 hours. In the observed signal, one time point is 1 minute. In the recovered signal graph of RESP, blue ellipses indicate the recovered signal by the proposed method.

Figures 1 (c) and (d) show the original and recovered signals of the ABPDias and Pulse of patient a40928, respectively. The ABPDias signal of a40928 has a strong long-term missing period from the 14500 to 17500 time point. This means missing of more than 40 hours. In the case of the normal patient, ABPDias appears near 80mmHg. However, ABPDias of a40928 are between 40 and 60mmHg, and the recovered signal also appears nearby in the range of the original signal. The Pulse is mostly equal to the heart rate. The normal HR beat is between 50 and 100 per minute. Blue ellipses in Figures 1 (d) indicate the recovered signals by the proposed method, and they appear in a similar range to the original signal of Pulse. The similarity between the original and recovered signals may mean a suitable method for recovering of a missing value from a physiological signal.

To verify the effectiveness of PhysioCover in recovering short-term and long-term missing values, we generated simulated sample data that were extracted from a part without missing values in the original data, and we coercively created missing values in a part of the sample data. This experiment contemplated two cases: short-term missing and long-term missing. Short-term missing periodically arises for several minutes spread over 3 or 4 hour. Long-term missing is complete missing for 3 or 4 hour. To compare the imputation power of the missing values, we applied five methods to the simulated sample data: traditional EM-PCA [10], [16], MSVD [17], Linear Interpolation, 5-average, and our method. Fig. 2 shows the recovered result in the short and long-term missing alongside a comparison with the existing methods. Fig. 2(a) is the result of short-term missing recovery of the simulated data, which were extracted from ABPDias of patient a41770, and almost recovered signal appeared similar to original signal, but MSVD has the highest RMSE as Table 2. In case of the long-term missing over 4 hours, it shows surprising results in Fig. 2 (c). The existing methods have the unvaried values while missing values recovered, but our proposed method flexibly recovered missing values of long-term. In traditional EM-PCA, MSVD, and 5-average, the recovered signal appears as a nearly straight line in the long-term missing section. Linear Interpolation method is a traditional approach of missing value recovery in the research such as detection and prediction of AHE [5][7]. The recovered signal shows linear lines, because it draws a straight line between the starting point of missing and the end point of missing.
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Fig. 2. Comparison between original and recovered signals by existing methods such as EM-PCA, MSVD, Linear Interpolation, 5-Average, and the proposed method using the sample data extracted from original data that do not include missing values. The extracted sample data contain missing values that were created coercively.

Table 2. RMSE of recovery methods for the sample data set

<table>
<thead>
<tr>
<th>Method</th>
<th>Patient a41770</th>
<th>Patient a40384</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Short-Term</td>
<td>Long-Term</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>2.4919</td>
<td>3.6713</td>
</tr>
<tr>
<td>EM-PCA</td>
<td>6.6581</td>
<td>7.7201</td>
</tr>
<tr>
<td>MSVD</td>
<td>6.7617</td>
<td>28.0723</td>
</tr>
<tr>
<td>Interpolation</td>
<td>0.8071</td>
<td>5.7714</td>
</tr>
<tr>
<td>5-Average</td>
<td>1.5299</td>
<td>7.5186</td>
</tr>
</tbody>
</table>

RMSE of PhysioCover guaranteed the lowest value (see Table 2). Fig. 2 (b) and (d) show the results of simulated data from patient a40384 (ABPDias signal). The results validated that our proposed method is robust for long-term missing problem.

3.3 Detection of Hidden Variables

Our proposed method summarizes a large time series dataset by detecting a few hidden variables. To check the performance of hidden variables detection, we apply our proposed method, iPCA and PCA to a real dataset. iPCA is a remarkable method for real time processing [18]. This method can summarize or can detect a few hidden variables from a large multi-dimensional dataset. Therefore, it is useful for a time series health dataset. However, if features are independent, or signals have long-term missing values, it is impossible to recover missing values with iPCA. The experimental dataset is arbitrary extracted from real patient data that do not include long-term missing values. Patients are randomly selected from all of patients, and signals where the length of missing is not over 15 minutes are collected for 25 hours from the selected patients.

Fig. 3 (a) shows the signals of a patient. It is composed of 7 signals, and a few signals include short-term missing values.

Fig. 3 (b) shows the detected first hidden variables by the proposed method, iPCA, and PCA. iPCA and PCA were applied on the recovered dataset by the proposed method to compare the patterns of the first hidden variable with the proposed method. In Fig. 3 (b), the blue line indicates the first hidden variable with the recovered missing values by the proposed method. The green line is the first hidden variable of iPCA, and the red line appears as the first hidden variable of PCA. These have the same patterns as the first hidden variable of the proposed method.

We compare hidden variables among the recovered signals of the proposed method and the existing methods to verify if the hidden variables are similar to the recovered data by each method. Traditional EM-PCA, MSVD, Linear Interpolation, and 5-average as the existing methods are applied to the real patients’ dataset, which include short-term missing values as well as long-term missing values. After that, we projected the recovered dataset by PCA to compare the first hidden variable.

Fig. 4 shows the original signals of two patients. Fig. 4 (a) is the original signal of a40012, which includes short-term and long-term missing values. The a40802 of Fig. 4 (b) has mostly short-term missing values. Table 3 shows the first hidden variable of two patients (a40012 and a40802). The proposed method is able to recover missing values, and detect a hidden variable at the same time. Therefore, our method makes it unnecessary to use an extra dimension reduction or hidden detection method.

Table 3 (a) and (b) are the detected first hidden variables by the proposed method. The original dataset of Patient A40012 has long-term missing values, from 2462 to the end time point of ABPSys, ABPDias, ABPMean, and Pulse signal (over 4 hour) as in Fig. 4 (a). Table 3 (c) and (d) show the first hidden variable of each patient that was detected by traditional EM-PCA. This recovery method can recover and project the data at the same time. Therefore, the detection process is not needed for a hidden variable. (c) and (d) of Table 3 are the results that were detected in the recovering process autonomously. Table 3 (e) and (f) are the first hidden variable by PCA from the recovered missing values by MSVD. Table 3 (g) and (i) show the first hidden variables of data that recovered the missing values by Linear Interpolation and (i) and (j) are the results of 5-average, respectively. As a result, we can find a
singularity of the first hidden variables where the first hidden variable of the long-term missing section dropped down, when MSVD and Linear Interpolation were used to recover missing values (see (e) and (g) of Table 3).

![Fig. 3. Detected first hidden variables by our proposed method, iPCA and PCA: (a) all signals of Patient a40012, and (b) the first hidden variable detected by the proposed method, iPCA, and PCA from the recovered signal by the proposed method.](image1)

![Fig. 4. Original signals of a40012 and a40802 that include short-term and long-term missing values](image2)

Table 3. Detected first hidden variables by the proposed method and PCA

<table>
<thead>
<tr>
<th>Method</th>
<th>Hidden detection</th>
<th>a40012</th>
<th>a40802</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>-</td>
<td><img src="image3" alt="image3" /></td>
<td><img src="image4" alt="image4" /></td>
</tr>
<tr>
<td>Method</td>
<td>Components</td>
<td>3.4 Real Time Processing</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>--------------------------</td>
<td></td>
</tr>
<tr>
<td>EM-PCA</td>
<td>-</td>
<td>That is, the first hidden variable of the long-term missing section is relatively lower than the values of the range without long-term missing. Table 3 (f), (h), and (j) are the first principal components of Patient a40802. These data have many short-term missing values as in Fig. 4 (b). For the comparison, the short-term missing values of patient a40802 are recovered using traditional EM-PCA, MSVD, Linear Interpolation, and 5-average, and PCA is applied to detect hidden variables except in the traditional EM-PCA. In Table 3 (d), (f), (h), and (j), many drop down spikes appeared in the hidden variable before 1000 time points, because of the short-term missing values, but the patterns of first hidden variable among them are similar. Consequently, the proposed method clearly detects the high quality of the hidden variables from the recovered large dataset.</td>
<td></td>
</tr>
<tr>
<td>MSVD</td>
<td>PCA</td>
<td>In this section, we compared the execution time of the proposed method with those of other approaches. The execution time was measured for both missing value recovery and feature extraction. In the case of existing methods to recover missing values, these require a method to extract features such as PCA or ICA.</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>PCA</td>
<td>3.4 Real Time Processing</td>
<td></td>
</tr>
<tr>
<td>5-Average</td>
<td>PCA</td>
<td>3.4 Real Time Processing</td>
<td></td>
</tr>
</tbody>
</table>
In our experiment, we apply PCA to extract features from the recovered dataset, while measuring time complexity. Fig. 5 shows the plot of execution time vs. the stream size. As a result, the execution times of the existing methods grow exponentially because PCA processes in batches. Although traditional EM-PCA is not the extra feature selection method, it is performed too in batches. However, the execution time of our method only maintains non-increasing operations since it is based on the gradual method. Our method updates a few variables such as weights and hidden variables, without re-computation of the overall data matrix, when a new signal is entered in each time point. Our method does not increase computation time even though the dataset size is gradually increased.

3.5 Classification Accuracy

In this paper, we adjunctively evaluated the classification accuracy of the proposed method in the physiological dataset. To measure the classification accuracy, existing methods need additional feature selections or feature reduction steps to detect hidden variables except the traditional EM-PCA. Therefore, we used PCA and ICA to detect hidden variables for the existing methods. For comparison, traditional EM-PCA, MSVD, Linear Interpolation, and 5-average are used to recover missing values, and hidden variables from the recovered signal are detected using PCA and ICA. Our method and traditional EM-PCA can recover missing values and can detect a few hidden variables at the same time.

We used the recorded real datasets from 923 Patients to measure classification accuracy. For the experiments, we classified two classes: those that included AHE (314 Patients), and those that did not include AHE (609 Patients). Our method is able to offer real time processing by updating the weight vector at every time point. This weight vector is used to derive the hidden variables of a new input. However, the existing methods should be processed in the last time point because these methods are processed in batches [19].

<table>
<thead>
<tr>
<th>Method to recover missing value</th>
<th>Feature Selection</th>
<th>Energy range</th>
<th>Number of Hidden Values (on average)</th>
<th>Classification method (Binary classification)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>PCA</td>
<td>&gt; 95 %</td>
<td>5</td>
<td>56 (%)</td>
</tr>
<tr>
<td></td>
<td>ICA</td>
<td>&gt; 95 %</td>
<td>5</td>
<td>60 (%)</td>
</tr>
<tr>
<td>EM-PCA</td>
<td>PCA</td>
<td>&gt; 95 %</td>
<td>5</td>
<td>50 (%)</td>
</tr>
<tr>
<td></td>
<td>ICA</td>
<td>&gt; 95 %</td>
<td>5</td>
<td>61 (%)</td>
</tr>
<tr>
<td>MSVD</td>
<td>PCA</td>
<td>&gt; 95 %</td>
<td>5</td>
<td>50 (%)</td>
</tr>
<tr>
<td></td>
<td>ICA</td>
<td>&gt; 95 %</td>
<td>4</td>
<td>60 (%)</td>
</tr>
<tr>
<td>Linear Interpolation</td>
<td>PCA</td>
<td>&gt; 95 %</td>
<td>6</td>
<td>60 (%)</td>
</tr>
<tr>
<td></td>
<td>ICA</td>
<td>&gt; 95 %</td>
<td>6</td>
<td>66 (%)</td>
</tr>
<tr>
<td>5-average</td>
<td>PCA</td>
<td>&gt; 95 %</td>
<td>5</td>
<td>53 (%)</td>
</tr>
<tr>
<td></td>
<td>ICA</td>
<td>&gt; 95 %</td>
<td>6</td>
<td>63 (%)</td>
</tr>
</tbody>
</table>
In PCA and ICA, the number of components can be determined by the energy rate. In our experiment, we used 95% energy rates to detect the principal components and independent components for PCA and ICA because our method used energy rates from 0.95 to 0.98. We measured the classification accuracy by 10-fold cross-validation with 5-NN and SVM classifier. Table 4 is the classification results from the detected hidden variables by PCA, ICA and our method. Our method achieves the 76% best result in SVM classifier when the recovered dataset is projected by PCA. In the case of 5-NN classifier, Linear Interpolation shows the highest classification rate when the hidden variables were detected by ICA.

The proposed method itself without a feature selection shows 54% and 63% of classification accuracy on 5-NN and SVM, respectively. Our method can recover missing values and detect hidden values in real time. In addition, PhysioCover extracts a smaller number of hidden variables than other approaches. On average, our method extracts 3 hidden variables, traditional EM-PCA has 5 hidden variables, MSVD has 5 and 4 hidden variables, and Linear Interpolation extracts 6 hidden variables for both PCA and ICA. Finally, 5-average detected 5 and 6 hidden variables on PCA and ICA, respectively. A smaller number of hidden variables can reduce memory usage and computation time by the classifiers.

4. DISCUSSION

PhysioCover combines the gradual method and EM-based PCA. It automatically recovers the contained missing values. The dataset we used includes acute hypotensive episodes (AHE). If the blood flow is too low to deliver enough oxygen and nutrients to vital organs, it can cause dangerous situations, such as fainting, visual impairment and multiple organ damage. Thus, if not promptly treated, AHE may result in irreversible vital organ damage and death. For this reason, the prediction or detection of AHE is a significant challenge.

Chen et al. [7] developed a method to predict which patients would experience an AHE prior to the occurrence of the AHE based on the weighted average of ABP. Henriquez et al. [5] proposed the application of generalized regression neural network multi-models, which most effectively predicted AHE in intensive care units (ICU). Lehman et al. [20] carried out classification and forecasting tasks, using a similarity-based searching and pattern matching algorithm. More recently, Rocha et al. [3] proposed neural network multi-models to predict adverse AHE occurring in ICU.

These researches carried out pre-processing to recover missing values using linear interpolation, which is one of the traditional methods because their purpose was focused on predicting AHE. The signal at least one hour before occurrence of AHE is regarded as an important element for predicting an AHE event [15]. However, if the signal of this time section is missing, prediction will be less accurate. In the study for future values, prediction such as air pollution, gene expression, and traffic data, missing values are recovered through observed data, interpolation [21], support vector regression (SVR) [22], Bayesian-based PCA [23], neural networks, an autoregressive integrated moving average (ARIMA), and regression model [24] besides the methods that are used in our experiment.

However, these methods require many input parameters, long execution time by batch processing, or complete data sets. Our method recovers missing values quickly and accurately from real time processing. We compared recovery methods of missing values. As the experimental result, our PhysioCover provided more robust recovering results when compared with existing methods. In addition, PhysioCover can summarize multi-dimension data by detecting a few hidden variables. Our method can detect hidden variable simultaneously with missing value recovery in each time tick.

Our proposed method has the advantage of real-time processing considering the characteristics of time series data. Although PCA [25], [26] and ICA [2], [27], [28] are robust dimension reduction methods or hidden variable detection methods, they require long execution times by batch processing, as shown in Figure 5. Because our method recovers missing values and detects hidden variables in real time, it can be scaled for various types of time series data, such as econometrics, mathematical finance, weather forecasting, and earthquake prediction data, as well as physiological data.

5. CONCLUSIONS

We propose PhysioCover, which automatically recovers missing values, and summarizes physiological time series data consisting of multiple dimensions. It computes the optimal missing values, and identifies a specific pattern using detected hidden variables. The reduction of data based on hidden variables can be used as learning data. Moreover, the proposed method can reduce the processing complexity and memory requirements. This method provides better results than other recovery methods such as interpolation and MSVD. The proposed approach is a valuable method for the accurate analysis of physiological signals. Its effectiveness is demonstrated by the accurate recovery of missing values and the automatic detection of hidden variables from physiological signals.

In this paper, we only evaluated physiological time series data for missing value recovery. For further work, we will assess various types of multiple time series data, and will use a robust method that can treat multi-way physiological data or multi modal physiological data.
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