Deriving a New Divergence Measure from Extended Cross-Entropy Error Function

Sang-Hoon Oh
Division of Information Communication Engineering
Mokwon University, Daejeon, 302-729, Korea

Hiroshi Wakuya
Graduate School of Science and Engineering
Saga University, Saga, 840-8502, Japan

Sun-Gyu Park
Division of Architecture
Mokwon University, Daejeon, 302-729, Korea

Hwang-Woo Noh
Department of Visual Design
Hanbat National University, Daejeon, 305-509, Korea

Jae-Soo Yoo
School of Information and Communication Engineering
Chungbuk National University, 362-763, Korea

Byung-Won Min, Yong-Sun Oh
Division of Information Communication Engineering
Mokwon University, Daejeon, 302-729, Korea

ABSTRACT

Relative entropy is a divergence measure between two probability density functions of a random variable. Assuming that the random variable has only two alphabets, the relative entropy becomes a cross-entropy error function that can accelerate training convergence of multi-layer perceptron neural networks. Also, the n-th order extension of cross-entropy (nCE) error function exhibits an improved performance in viewpoints of learning convergence and generalization capability. In this paper, we derive a new divergence measure between two probability density functions from the nCE error function. And the new divergence measure is compared with the relative entropy through the use of three-dimensional plots.
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1. INTRODUCTION

Multi-layer perceptron (MLP) neural networks can approximate any function with enough number of hidden nodes [1]-[3] and this increases applications of MLPs to wide fields such as pattern recognition, speech recognition, time series prediction, bioinformatics, etc. MLPs are usually trained with the error back-propagation (EBP) algorithm, which minimizes the mean-squared error (MSE) function between outputs and their desired values of MLP [4]. However, the EBP algorithm has drawbacks with slow learning convergence and poor generalization performance [5], [6]. This is due to the incorrect saturation of output nodes and overspecialization to training samples [6].
Usually, sigmoidal functions are adopted as activation functions of nodes in MLP. The sigmoidal activation function can be divided into a central linear region and two outer saturated regions. When an output node of MLP is in an extremely saturated region of the sigmoidal activation function opposite to a desired value, we say the output node is “incorrectly saturated.” The incorrect saturation makes updating amount of weights small and consequently learning convergence becomes slow. Also, when MLPs are trained too much for training samples, this causes overspecialization of MLP to training samples and generalization performance for untrained test samples will be poor.

Cross-entropy (CE) error function accelerates the EBP algorithm through decreasing the incorrect saturation of output nodes [5]. Furthermore, the $n$-th order extension of cross-entropy ($n$CE) error function attains accelerated learning convergence and improved generalization capability by decreasing the incorrect saturation as well as preventing the overspecialization to training samples [6].

Information theory has done a great role in neural network community. For improved performance, information theoretic view provides many learning rules of neural networks such as minimum class-entropy, minimizing entropy, and feature extraction using information theoretic learning [7]-[11]. Also, information theory can be a basis for constructing neural networks [12]. The upper bound of probability of error was derived based on the Renyi’s entropy [13]. Maximizing the information contents of hidden nodes can be developed for better performance of MLPs [14], [15]. In this paper, we focus on the relationship between relative entropy and the CE error function.

Relative entropy is a divergence measure between two probability density functions [16]. Assuming that a random variable has two alphabets, the relative entropy becomes cross-entropy (CE) error function which can accelerates the learning convergence of MLPs. Since $n$CE error function is an extension of CE error function, there must be a divergence measure corresponding to $n$CE error function as CE does. In this sense, this paper derives a new divergence measure from $n$CE error function. In section 2, the relationship between the relative entropy and CE is introduced. Section 3 derives a new divergence measure from $n$CE error function and compares the new divergence measure with the relative entropy. Finally, section 4 concludes this paper.

2. RELATIVE ENTROPY AND CROSS-ENTROPY

Consider a random variable $x$ whose probability density function (p.d.f.) is $p(x)$. In the case that the p.d.f. of $x$ is estimated with $q(x)$, we need to measure how accurate the estimation is. Therefore, the relative entropy is defined by

$$D(p \parallel q) = \sum_x p(x) \log \frac{p(x)}{q(x)}$$  \hspace{1cm} (1)

as a divergence measure between $p(x)$ and $q(x)$ [16]. Let’s assume that the random variable $x$ has only two alphabets 0 and 1, in which the probabilities are

$$p(x = 1) = p \quad \text{and} \quad p(x = 0) = 1 - p.$$ \hspace{1cm} (2)

Also,

$$q(x = 1) = q \quad \text{and} \quad q(x = 0) = 1 - q.$$ \hspace{1cm} (3)

Then,

$$D(p \parallel q) = p(0) \log \frac{p(0)}{q(0)} + p(1) \log \frac{p(1)}{q(1)}$$

$$= (1 - p) \log \frac{1 - p}{1 - q} + p \log \frac{p}{q}$$ \hspace{1cm} (4)

$$= E_{CE} - H(p).$$

Here,

$$H(p) = -p \log p - (1 - p) \log (1 - p).$$ \hspace{1cm} (5)

is the entropy of a random variable $x$ with two alphabets and

$$E_{CE} = -p \log q - (1 - p) \log (1 - q)$$ \hspace{1cm} (6)

is the cross-entropy. If we assume that ‘$q$’ corresponds to a real output value ‘$y$’ of MLP output node and ‘$p$’ corresponds to its desired value ‘$t$’, we can define the cross-entropy error function as

$$E_{CE} = -t \log y - (1 - t) \log (1 - y).$$ \hspace{1cm} (7)

Thus, the cross-entropy error function is one specific type of relative entropy assuming that a random variable has only two alphabets [15].

We can use the unipolar [0, 1] mode or bipolar [-1, +1] mode for describing node values of MLPs. Since ‘$t$’ and ‘$y$’ corresponds to ‘$p$’ and ‘$q$’ respectively, they are in the range of [0, 1]. Thus, the relationship between relative entropy and cross-entropy error function is based on the unipolar mode of node values.

3. NEW DIVERGENCE MEASURE FROM THE n-TH ORDER EXTENSION OF CROSS-ENTROPY

The $n$-th order extension of cross-entropy ($n$CE) error function was proposed based on the bipolar mode of node values as [6]

$$E_{nCE} = \int \frac{t^{n+1}(1 - y)^n}{2^{n+2}(1 - y^2)} dy,$$ \hspace{1cm} (8)

where $n$ is a natural number. In order to derive a new divergence measure from $n$CE error function based on the relationship between relative entropy CE error function, we need an unipolar mode formulation of $n$CE error function. That is derived as

$$E_{nCE} = \int \frac{(2t - 1)^{n+1}(1 - y)^n}{y(1 - y)} dy.$$ \hspace{1cm} (9)
We will derive new divergence measures from Eq. (9) with \( n=2 \) and 4.

When \( n=2 \), the \( nCE \) error function given by Eq. (9) becomes

\[
E_{nCE}(n = 2) = -\int \frac{(2t-1)^2(y-y)^2}{y(1-y)} dy = -(2t-1)^2[A+B],
\]

where

\[
A = \int \frac{t^2}{y} - 2t + y \, dy = t^2 \ln y - 2ty + \frac{y^2}{2}
\]

and

\[
B = \int \frac{t^2}{1-y} - 2t \left( \frac{y}{1-y} + \frac{y^2}{1-y} \right) \, dy
\]

\[
= t^2 \ln y + 2(\ln(1-y) + y) - \ln(1-y) - y - \frac{y^2}{2}.
\]

By substituting Eqs. (11) and (12) into Eq. (10),

\[
E_{nCE}(n=2) = (2t-1)^2 \left[ y + (t-1)^2 \ln(1-y) - t^2 \ln y \right].
\]

In order to derive a new divergence measure corresponding to \( nCE(n=2) \), \( t \) and \( y \) are substituted to \( p \) and \( q \), respectively. This is the reverse procedure for deriving Eq. (7) from (6) by substituting ‘\( p \)’ and ‘\( q \)’ to ‘\( t \)’ and ‘\( y \)’, respectively. Then, we can get

\[
E_{nCE}(n=2) = (2p-1)^2 \left[ q + (1-p)^2 \ln(1-q) - p^2 \ln q \right].
\]

Thus, by resembling the last equation in Eq. (4), the new divergence measure is derived by

\[
F(p \parallel q; n=2) = E_{nCE}(n=2) - K(p; n=2)
\]

\[
= (1-2p)^2 \left[ (p-q) + (1-p)^2 \ln \left( \frac{1-p}{1-q} \right) - p^2 \ln \frac{p}{q} \right],
\]

where

\[
K(p; n=2) = (2p-1)^2 \left[ p + (1-p)^2 \ln(1-p) - p^2 \ln p \right].
\]

When \( n=4 \), the \( nCE \) error function given by Eq. (9) is

\[
E_{nCE}(n=4) = -\int \frac{(2t-1)^4(y-y)^4}{y(1-y)} dy
\]

\[
= -(2t-1)^4[C + D + E + F + G],
\]

where

\[
C = \int \frac{y^3}{1-y} dy = -\ln(1-y) - y - \frac{y^2}{2} - \frac{y^3}{3},
\]

\[
D = -4r \int \frac{y^2}{1-y} dy = 4r \ln(1-y) + y + \frac{y^2}{2},
\]

\[
E = 6r^2 \int \frac{y}{1-y} dy = -6r^2 \ln(1-y) + y,
\]

\[
F = -4r^3 \int \frac{1}{1-y} dy = 4r^3 \ln(1-y),
\]

and

\[
G = r^4 \int \frac{1}{y(1-y)} dy = r^4 \left[ \ln(1-y) - \ln(1-y) \right].
\]

Substituting Eqs. (18), (19), (20), (21), and (22) into Eq. (17),

\[
E_{nCE}(n=4) = (2p-1)^4 \left[ -4p \ln(1-q) + q + \frac{q^2}{2} + 6p^2(\ln(1-q) + q) 
\right]
\]

\[
= -4p \ln(1-q) - p^4(\ln q - \ln(1-q)).
\]

Thus, by resembling the last equation in Eq. (4), the new divergence measure is derived by

\[
F(p \parallel q; n=4) = E_{nCE}(n=4) - K(p; n=4)
\]

\[
= \left[ -4p \ln(1-q) + q + \frac{q^2}{2} + 6p^2(\ln(1-q) + q) 
\right]
\]

\[
= -4p \ln(1-q) - p^4(\ln q - \ln(1-q)).
\]
In order to compare the new divergence measures given by Eqs. (15) and (25) with the relative entropy given by Eq. (4), we plot them in the range that \( p \) and \( q \) are in [0,1]. Fig. 1 shows the three-dimensional plot of relative entropy \( D(p||q) \). The \( x \) and \( y \) axes correspond to \( p \) and \( q \), respectively, and \( z \) axis corresponds to \( D(p||q) \). \( D(p||q) \) is minimum of zero when \( p=q \) and it increases when \( p \) goes far from \( q \). Since \( D(p||q) \) is a divergence measure, it is not symmetric.

Fig. 1. The three-dimensional plot of relative entropy \( D(p||q) \) with two alphabets

Fig. 2 shows the three-dimensional plot of new divergence measure \( F(p||q; n=2) \) given by Eq. (15). \( F(p||q; n=2) \) is minimum of zero when \( p=q \) and it increases when \( p \) goes far from \( q \) as \( D(p||q) \) does. Furthermore, we can find that \( F(p||q; n=2) \) is more flat than \( D(p||q) \). Also, the three-dimensional plot of \( F(p||q; n=4) \) shown in Fig. 3 is minimum of zero when \( p=q \) and more flat than \( F(p||q; n=2) \) shown in Fig. 2. So, increasing the order \( n \) of the new divergence measure makes the new divergence measure more flat.

When applying MLPs to pattern classification, the optimal outputs of MLP based on various error functions were derived in [6] and [18]. We plot them in Fig. 4. The optimal output of MLP based on CE error function is a first order function of a posterior probability that a certain input sample belongs to a specific class. When using nCE error function with \( n=2 \) for training MLPs, as shown in Fig. 4, the optimal output of MLP shows more flat than the CE case. And, nCE error function with \( n=4 \) shows the optimal output more flat than CE and nCE with \( n=2 \) cases. The two-dimensional contour plots of CE and nCE error functions also show the same property [17]. So, we can argue that the property of divergence measures derived from CE and nCE coincides with the two-dimensional contour plot of CE and nCE error function in [17] and optimal outputs in [6] and [18].

4. CONCLUSIONS

In this paper, we introduce the relationship between relative entropy and CE error function. When a random variable has only two alphabets, the relative entropy becomes cross-entropy. Based on the relationship, we derive a new divergence measure form the nCE error function. Comparing the three-dimensional plot of relative entropy and new divergence measure when \( n=2 \) and 4, we can argue that the order \( n \) of new divergence measure has an effect of flating the divergence measure. This property coincides with the previous results which comparing the optimal outputs and contour plots of CE and nCE.
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