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A method of stellar source selection for validating the quality of image is investigated for a low Earth orbit optical remote sensing satellite. Image performance of the optical payload needs to be validated after its launch into orbit. The stellar sources are ideal source points that can be used to validate the quality of optical images. For the image validation, stellar sources should be the brightest as possible in the charge-coupled device dynamic range. The time delayed and integration technique, which is used to observe the ground, is also performed to observe the selected stars. The relations between the incident radiance at aperture and V magnitude of a star are established using Gunn & Stryker’s star catalogue of spectrum. Applying this result, an appropriate image performance index is determined, and suitable stars and areas of the sky scene are selected for the optical payload on a remote sensing satellite to observe. The result of this research can be utilized to validate the quality of optical payload of a satellite in orbit.
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1. INTRODUCTION

Earth observation satellites require image validation and calibration procedures not only at the initial operation but also regularly since the image quality in actual situations is difficult to verify before the launching because of the pointing error in the space environment and the damage in the launching process. Accurate validation is required for the calibration, and a validation and calibration ground site that is sufficiently bright, uniform and stable is needed for the validation. In some cases, artificial structures such as a runway or road are used for the validation. However, a ground site has the drawbacks that it is affected by atmospheric and meteorological phenomena, that it involves expenses for the establishment and maintenance, and that the validation should be performed during the imaging period. Hence, in this study, we performed the validation process to measure image quality by observing stars. Properties of stars are already known well. Stars can be considered as ideal point light sources, and their signal to noise ratio (SNR) is large. Their along and across point spread function can be measured simultaneously. Additionally, the effects of the atmosphere, season and meteorological phenomena are negligible. Yaw steering is generally performed for the observation of the earth in order to eliminate the effects of the Earth’s rotation, but the process can be neglected in the observation of stars, thus excluding the effects that decrease the image quality.

Generally, the image quality of a satellite can be known by analyzing the characteristics of the modulation transfer function of the point light source (Schowengerdt et al. 1985, Léger et al. 1994, 2004, Rangaswamy 2003, Zanoni et al. 2004, Yu 2011). For the IKONOS satellite, which is an Earth observation satellite, the image validation and calibration process was performed using stars. In Bowen's (2002) study, he converted irradiance into radiance, and selected 11 stars appropriate to the multispectral region
using the spectral information of stars and the relative spectral response of payloads. The Gunn & Stryker spectrophotometric information used for IKONOS contained the spectral information of 175 stars in the visible light region (Gunn & Stryker 1983). Space Imaging observed the Hyades star cluster using IKONOS, measured and calculated the average of the two-dimensional modulation transfer functions using six stars for panchromatic images and two stars for multispectral images (Bowen & Dial 2002). In addition, a study was conducted on the radiometric calibration and geometric calibration using stars (Kim et al. 2009). Radiometric calibration using the moon was also conducted with respect to MODIS, the payload on Terra and Aqua (Butler 2003). ITT published the results of the validation performed with various subjects on the ground and in the space using IKONOS, reporting the method to utilize each of the subjects as well as their pros and cons (Bowen et al. 2009).

In Korea, a pre-launch validation and calibration review was performed for the KOMPSAT-2 (Lee et al. 2006b). Unlike KOMPSAT-1, the importance of validation and calibration came to the fore since factors that are related only with 1 m class high resolution satellite images were involved in KOMPSAT-2. For this, a site for the validation and calibration was established using waterproof tarp, Siemens and lamps, and spatial, radiometric and geometric calibrations were performed on it (Lee et al. 2007, 2008a,b). The validation and calibration process of the same concept is currently prepared for KOMPSAT-3 since it employs the type of camera that is similar to that of KOMPSAT-2 (Lee et al. 2006a). Different from KOMPSAT-2, KOMPSAT-3 has mobility in the attitude control and thus it allows a free imaging mode of which application enables to observe stars. Additionally, since KOMPSAT-3 has a higher resolution than that of KOMPSAT-2, it is more influenced by the atmospheric conditions and the weather, but the validation and calibration based on star observation eliminates such uncertainties. For this, Kim et al. (2007) investigated the conceptual method of operation to calculate the modulation transfer functions as well as the effects of performing the observation while using the time-delay integration (TDI) on the modulation transfer functions, and verified the spectral types of the stars employed in Korea. However, appropriate stars need to be selected to performed star observation by the validation and calibration method that considers the specifications of the payloads on KOMPSAT-3. Thus, this article introduces the methods to select the stars by means of payload modeling as well as the scene area chosen by the method.

The objective of this study was to select the stars appropriate to the validation of the image quality of Korean optical remote sensing satellites using TDI. For this, we developed the process to select appropriate stars considering the specifications of the satellite payloads. The brightness of a star is an important issue to the earth observation satellites since their camera has a short exposure time and a narrow field of view of a pixel. Thus, stars that are as bright as possible within the range where saturation does not occur should be selected considering the specifications of the payloads. The standards to select the appropriate stars were set through the modeling of the payloads. Since the spectrum information of all the stars may not be known, the relation between V magnitude and the radiance incident to the satellite payload aperture is derived through the some of the existing stellar spectrums. The relation between the stellar characteristics and the star spectral types was derived, and the appropriate standards to select the stars were established. On the basis of these, general stars could be selected and the number of observable stars could be increased. The celestial bodies that are effective to the validation were selected from the given list of the stars.

2. PAYLOAD MODELING

A detector of an optical payload consists of the panchromatic channel where black and white images can be obtained and the multi spectral channel where blue, green, red and infrared images can be obtained. The ground sample distance (GSD) was assumed to be 0.7 m for the panchromatic channel and 2.8 m for the multi spectral channel, and the standard scene size was assumed to be 15 km × 15 km. This study was focused on the panchromatic channel that deals with black and white images. The instantaneous field of view (IFOV) is defined as the angle through which a pixel of a charge-coupled device (CCD) can be seen by an instantaneous exposure. IFOV is expressed as angle and it is a quantity that is independent on the altitude but dependent on the focal length and the pixel size. Hence, we assumed that all the pixels are square and all the IFOVs are equal. GSD holds the concept of the observation distance when a payload observes to the nadir direction of the earth. It is varied if the pixel is not oriented to the nadir direction. The IFOV of a pixel was calculated on the basis of the information that the GSD is 0.7 m when observing to the nadir direction (Joseph 2000). Assuming that the altitude (h), which is the distance between the payload and the ground sur-
face, is 685 km and defining the GSD, which is 0.7 m as \( 2 \times a \), a becomes 0.35 m, which is half of a projected length on the ground through a pixel. The three vectors in Fig. 1, \( \mathbf{r}_1, \mathbf{r}_2 \) and \( \mathbf{r}_3 \) are defined as in the following Eq. (1):

\[
\mathbf{r}_1 = (-a, -a, h) \\
\mathbf{r}_2 = (-a, a, h) \\
\mathbf{r}_3 = (a, -a, h)
\]

The horizontal IFOV (IFOV_x) and the vertical IFOV (IFOV_y) of a pixel can be calculated through the cross products of two vectors in Eq. (1) as shown in the following Eq. (2):

\[
|\mathbf{r}_1 \times \mathbf{r}_2| = r_1 r_2 \sin \text{IFOV}_x \\
|\mathbf{r}_1 \times \mathbf{r}_3| = r_1 r_3 \sin \text{IFOV}_y
\]

The calculation shows that \( \text{IFOV}_x \) and \( \text{IFOV}_y \) are the same value which is \( 1.0217 \times 10^{-6} \text{rad} \).

Now, a pyramidal solid angle held by a pixel is formed, and the size in the space is calculated. Substitution of defined previously Eq. (1) to Eq. (3) gives the solid angle (Oosterom & Strackee 1983):

\[
\tan \frac{\Omega}{2} = \frac{|\mathbf{r}_1 \times \mathbf{r}_2 \cdot \mathbf{r}_3|}{|\mathbf{r}_1 \cdot (\mathbf{r}_2 \times \mathbf{r}_3)| + r_1 r_2 r_3}
\]

In Eq. (3), \( \Omega \) denotes the pyramidal solid angle held by the three vectors. The pyramidal solid angle can be calculated by substituting the three vectors and doubling it. Summarization of it gives the solid angle, \( \Psi \), as in the following Eq. (4):

\[
\Psi = 4 \sin^{-1} \left( \frac{a^2}{a^2 + h^2} \right)
\]

where \( \Psi \) means the solid angle in which the pyramidal space is expressed on the celestial sphere. The unit for solid angle is steradian (sr), and the sum of solid angle in all space is \( 4\pi \text{ sr} \). Substitution of \( a \) and \( h \) to Eq. (4) gives the solid angle held by a pixel, which is \( 1.0439 \times 10^{-12} \text{ sr} \).

In order to apply TDI to a payload, the effect of moving on the ground track while observing a star should be reproduced. There are 64 linear CCDs in the panchromatic channel to the direction in which the satellite moves. It is assumed that the number of TDI can be chosen among 1, 8, 32 and 64. Choosing ‘64’ means that 64 images that can be acquired by one linear CCD are superposed. The number of lines passed through in a second by the image on the CCD to the direction in which the satellite moves in the CCD coordinates is called line rate. Another important variable is the exposure time, because saturation, which is a characteristic of a CCD, should be prevented. In the saturation state, the digit number is not increased anymore even when receiving light. Validation and calibration should not be performed with respect to the stars where saturation occurs. Thus, suitable star brightness needs to be selected according to the exposure time. If TDI is used, the exposure time \( t_{\text{exposure}} \) is dependent on the TDI number and the line rate. Their relation is expressed as in Eq. (5):

\[
t_{\text{exposure}} = \frac{\text{TDI Number}}{\text{Line Rate}}
\]

As the TDI number is increased, the number of linear CCDs used for the observation is increased. Thus, the image should pass through all the lines used on the CCDs and thereby the exposure time is increased. As a result, the line rate is increased and the rate to scan the ground or the celestial sphere is increased, reducing the time to be exposed to the observation target. Since the appropriate star brightness is dependent on the TDI number and the line rate, the exposure time is taken into account when selecting stars.

### 3. SELECTION OF STARS

Image validation requires the selection of stars that do not exceed the saturation state of optical payloads and that are easily distinguished from noise. For this, the specifications of the payloads and the brightness of stars should be known. Brightness of light at the aperture is defined differently for the stars that are extended targets and point sources (Bowen 2002). Payloads of earth observation satellites have the specification for extended
targets. The brightness of extended targets is defined as radiance having the unit of W/cm²sr. The unit of extended targets includes solid angle, projected source area, and light energy incident in unit time (W). On the other hand, the brightness of point sources is defined as irradiance having the unit of W/cm². Since point source is incident to a single point, not to a unit space, the brightness is defined as irradiance. Hence, it is necessary to convert the brightness of point sources given as irradiance to radiance. Firstly, the procedure to obtain irradiance of stars was carried out.

The Gunn & Stryker stars (Gunn & Stryker 1983) of the STSCI database were used in this study. The database provides data in 10 Å interval in the range of 3,180–5,750 Å and in 20 Å interval in the range of 5,780–10,560 Å. Irradiance is provided in the unit of 'Photlam' which is Photons/cm²secÅ for spectral irradiance. Thus, number of photons need to be converted to energy unit using Eq. (6):

\[ E = n \frac{c}{\lambda} \]  

Substituting the number of photons \( n \), speed of light \( c \), Plank’s constant \( h \) and respective wavelengths \( \lambda \), the spectral radiance was obtained in W/cm²µm unit, and the result was consistent with that of Bowen (2002). The spectral radiance was obtained by integrating given information, Eq. (4). The solid angle of one pyramidal pixel was calculated using Eq. (4).

Assuming the ideal case where all light from a star comes onto one pixel, the spectral radiance could be calculated by dividing with the solid angle of a pixel.

Relative spectral response of the satellite should be considered in order take the saturation of image payloads into consideration. However, in this study, we assumed that the relative spectral response of black and white image is uniform in the range between 450 and 900 nm in order to simplify selection of stars. We assumed that the saturated radiance is 100 when the TDI number is 64 and the line rate is 9,700 Hz. In this article, the unit for radiance is W/m²sr. We also assumed that signals can be well distinguished without being affected by noise if a star has the radiance of 25 or greater. Considering the solid angle of payloads in the Gunn & Stryker stars (Gunn & Stryker 1983), spectral irradiance was converted to spectral radiance. Twenty two stars of which radiance was between 50 and 100 were found in the visible light region, 450–900 nm. Table 1 shows the list of the selected stars.

In general, selection of stars is limited because no spectral information is provided for a number of stars. The Gunn & Stryker star list provides information about 175 stars. Using the spectral types provided by the list, we investigated the method to find appropriate stars on the basis of the assumption that stars of the same spectral type have the same spectral energy distribution. The spectral energy distribution was assumed to be a function of temperature. If the selected scene area is an open cluster where the evolution type of stars is similar with each other, the difference due to the evolution type may be minimized. Hence, if the spectral type is equal, the temperature range may be similar. Additionally, if the elements of the stars are ignored, they will have a similar spectral energy distribution depending only on the temperature according to the Plank’s law. This method provides the methodology to select stars and gives the advantage of allowing selection of quantified stars. Application of detailed spectral types may provide a better outcome, but it is difficult because there are not many stars in each detailed spectral type for the number of stars is limited to 175. If the V magnitudes of stars are \( n \) and \( m \), and their flux is \( f_n \) and \( f_m \), the general relation between the magnitude and flux is as in the following Eq. (7) (Zeilik & Gregory 1998):

\[ \frac{f_n}{f_m} = 100^{(m-n)/5} \]  

If a star of the magnitude of \( m \) is considered as a standard star, the m magnitude and the flux \( f_m \) are found as well-known constants as in Eq. (8):

\[ f_n 100^{n/5} = \text{const.} \]
Distance modulus can be described with the V filter viewing magnitude (V) and the absolute magnitude (Mv) as in Eq. (9) (Zeilik & Gregory 1998), and S, which is the filter magnitude of a satellite optical payload, can be defined in the same form. The filter of the optical payload is a filter that has a uniform response in the range of 450–900 nm described previously. In Eq. (9), d denotes the distance from the earth to the star.

\[ V = M_v + 5 \log d - 5 \]
\[ S = M_s + 5 \log d - 5 \]  \hspace{1cm} (9)

With respect to the V and S filters of a star, the effect of distance on brightness can be eliminated by subtracting the two equations in Eq. (9). With the result, Eq. (10) can be derived through the relation between V magnitude and flux in Eq. (7):

\[ V - S = M_v - M_s = 2.5 \log \frac{f_s}{f_v} \]  \hspace{1cm} (10)

As shown Fig. 2, the V filter and the filter of the satellite image payload may be considered to have a similar frequency response in visible light bandwidth. Once the spectral type of a star is given, the spectral energy distribution becomes similar and the magnitude difference of the two filters can be assumed to be constant. The magnitude difference can be expressed as the constant as shown in Eq. (11). The spectral intensity may be dependent on the elements, mass, radius, distance to the earth and the evolution type of a star, but the flux difference of the light that has passed through each of the filters should be constant if the temperature is constant.

\[ V - S = 2.5C \text{ = const.} \]  \hspace{1cm} (11)

Using Eq. (10) and Eq. (11), the flux of the V filter and the payload filter can be summarized as in Eq. (12):

\[ f_s = f_v 10^C \]  \hspace{1cm} (12)

Since C is a constant, the flux that has passed through the V filter and the flux that passed through the payload filter are in a linear relation. Substituting the flux of the V filter to Eq. (8) gives the relation between the V magnitude and the flux that has passed through the satellite filter as in Eq. (13):

\[ f_s = C'100^{-V/5} = C'2.512^V \]  \hspace{1cm} (13)

Under the condition that the absolute magnitude difference between the V filter and the payload filter sharing a similar observation band is constant if the spectral type is the same, the flux at the aperture can be calculated with the V magnitude. The flux can be considered as the irradiance that has passed through the payload aperture and detected. Dividing the irradiance with the solid angle of a unit pixel gives the radiance. The coefficient (C’) is determined by the least squares method based on the relation between the flux and the V magnitude that can be calculated from the Gunn & Stryker stars (1983). Application of the determined coefficient to general stars of the same spectral type enables to predict the flux on the basis of the V magnitude.

In the Gunn & Stryker star list, stars of the spectral type O are rare, and Type M stars have small linear factors. Other stars of Types B, A, F, G and K have the proportionality between the flux at the payload aperture and the flux of the V filter and their coefficients are different with each other. Figs. 3-8 show the relations between the flux that has passed the satellite payload and the V magnitude in the respective spectral types. This method is based on the assumption that stars of the same spectral type have a similar spectral energy distribution. In other word, the spectral types should be divided in more details, it is difficult since there are not many stars included in the Gunn & Stryker star list. In addition, the irradiance of stars of each spectral type is not distributed uniformly, and thus the precision of the least squares method may be low. Because the irradiance was derived on the basis of the assumption that the relative spectral response in the band where input is allowed is constant, the relative spectral response of the payload needs to be taken into account in order to acquire a more precise value. Nevertheless, application of the previous results enables to estimate the irradiance of a star in the case where the V magnitude and the spectral type of the star are known.

\[ V_S = 2.5f_v 10^C \]

\[ V_S / S = C'100^{-V/5} = C'2.512^V \]

Fig. 2. V filter and Satellite filter passbands (Bessel 1990).
Fig. 3. X-axis is the flux (irradiance) derived from the V magnitude of star and Y-axis is the radiance through the filter of satellite payload. Gunn & Stryker (1983) contains 21 type B stars that is represented a linear equation, $\text{Radiance}_B = 10472 \times 100^{-V/5}$ and slope is a 10472.

Fig. 4. X-axis is the flux (irradiance) derived from the V magnitude of star and Y-axis is the radiance through the filter of satellite payload. Gunn & Stryker (1983) contains 19 type A stars that is represented a linear equation, $\text{Radiance}_A = 10615 \times 100^{-V/5}$ and slope is a 10615.

Fig. 5. X-axis is the flux (irradiance) derived from the V magnitude of star and Y-axis is the radiance through the filter of satellite payload. Gunn & Stryker (1983) contains 13 type F stars that is represented a linear equation, $\text{Radiance}_F = 11460 \times 100^{-V/5}$ and slope is a 11460.

Fig. 6. X-axis is the flux (irradiance) derived from the V magnitude of star and Y-axis is the radiance through the filter of satellite payload. Gunn & Stryker (1983) contains 25 type G stars that is represented a linear equation, $\text{Radiance}_G = 13680 \times 100^{-V/5}$ and slope is a 13680.

Fig. 7. X-axis is the flux (irradiance) derived from the V magnitude of star and Y-axis is the radiance through the filter of satellite payload. Gunn & Stryker (1983) contains 41 type K stars that is represented a linear equation, $\text{Radiance}_K = 15071 \times 100^{-V/5}$ and slope is a 15071.

Fig. 8. X-axis is the flux (irradiance) derived from the V magnitude of star and Y-axis is the radiance through the filter of satellite payload. Gunn & Stryker (1983) contains 18 type M stars that is represented a linear equation, $\text{Radiance}_M = 21723 \times 100^{-V/5}$ and slope is a 21723.
4. SELECTION OF SCENE AREA

Since it is good to have more candidate stars for the validation of satellite optical payloads, stars were selected in addition to the Gunn & Stryker stars. The list of the stars used was from the Yale Bright Star Catalogue 5th edition (Hoffleit et al. 1991). This star list provides information about 9,110 celestial bodies that are relatively bright within the magnitude of 6.5, including the right ascension (RA), declination (DEC) in J2000 coordinate, brightness and spectral type. The radiance to be detected after passing through the payloads could be calculated for all the stars in the Yale Bright Star Catalogue.

As the TDI number is decreased, the exposure time is shortened, as in Eq. (5), and thus a brighter star should be observed and the saturation occurs at a higher radiance. As the line rate is reduced, the exposure time is proportionally increased and thus a darker star may be observed. However, the saturation may occur in a relatively dark star. Validation and calibration should not be performed with respect to the stars where saturation occurs. It was assumed that the equivalent saturation radiance is 100 if the TDI number is 64 and the line rate is 9,659 line/sec, and the value was defined as $R_{\text{saturation}(64,9659)}$. Then, the equivalent saturation radiance depending on the TDI number and the line rate, $R_{\text{saturation}}$, can be calculated as in Eq. (14):

$$R_{\text{saturation}} = \frac{\text{Line Rate} \times 9659}{\text{TDI Number} \times 64} R_{\text{saturation}(64,9659)} \quad (14)$$

In case of SNR, as the TDI number is reduced to the half, the exposure time is also reduced to the half and thereby the SNR equivalent radiance is increased and the SNR is increased by $\sqrt{2}$ times due to the feature of the TDI technique. This may increase the SNR as exposing to the TDI number of linear CCDs and using the values observed at each stage (Wong et al. 1992).

Similarly, the SNR equivalent radiance at which the signal and noise can be sufficiently distinguished was defined as $R_{\text{SNR}}$, and the value was set to be 25 if the TDI number is 64 and the line rate is 9,659 line/sec. It was assumed that the signal and noise are not easily distinguished if the light incident to the payload has the radiance lower than the SNR equivalent radiance and the light has the SNR greater than 100 in the opposite case. Then, the SNR equivalent radiance depending on the TDI number and the line rate can be calculated as in Eq. (15):

$$R_{\text{SNR}} = \frac{\text{Line Rate} \times 9659}{\sqrt{\text{TDI Number} \times 64}} R_{\text{SNR}(64,9659)} \quad (15)$$

The maximum radiance was set to be 90% of the equivalent saturation radiance whereas the minimum radiance was set to be 60% of the equivalent saturation radiance. Thus, stars that are brighter than the minimum radiance and darker than the maximum radiance may be selected from the Yale Bright Star Catalogue.

Assuming that TDI numbers can be selected among 64, 32, 8 and 1, observation can be performed using each of the TDI numbers. In that case, as the TDI number is increased, the exposure time is increased and thereby the radiance proportional to the energy received in a unit time should be decreased. Another thing that should be noted when selecting stars is the SNR. According to above, the SNR is increased in proportion to the square root of the TDI number, if the TDI number is increased. On the other hand, the SNR is decreased as the TDI number is decreased. Hence, the SNR equivalent radiance is not directly proportional to the exposure time. If the TDI number is increased, the exposure time is increased so that a darker light source may be observed. The SNR is increased in proportion to the square root of the TDI number, which is an advantage of TDI.

Previously, we assumed the equivalent saturation radiance and the SNR equivalent radiance when the TDI number is 64 and the line rate is 9,700 line/sec. We also set the radiance range where the signal and noise can be distinguished without having the saturation for being too bright, varying the line rate to 9,700 Hz, 11,000 Hz, 6,000 Hz, 3,000 Hz and 1,000 Hz. Decreased TDI number gives wider dynamic range but a smaller number of sufficient bright stars, which makes the observation difficult. In addition, the SNR equivalent radiance is also increased and thereby a considerable amount of noise is included in the image. To obtain images with little noise, the TDI number may be increased or bright stars should be selected for the observation. As the line rate is decreased, the number of observable stars is increased since darker stars can be observed. However, over a certain value of line rate, the dynamic range is increased and thus the number of observable stars is decreased while the SNR remains similar.

The list of stars having the radiance that is lower than $R_{\text{saturation}}$ and higher than $R_{\text{SNR}}$ can be obtained depending on the TDI numbers and the line rates. Table 2 shows the radiance between 90% and 60% of the saturation radiance in each situation, assuming that the TDI number and the line rate may be selected. We assumed that there is about 10% error in determining the saturation radiance and then showed the number of stars in the range. Table 2 also shows the values of the SNR equivalent radiance at which the signal is relatively well distinguished from the noise. If...
the SNR equivalent radiance is greater than the minimum radiance, the SNR equivalent radiance is used. Even if an actual star is darker than the minimum radiance, it can be observed if it is brighter than the SNR equivalent radiance. The cases where there are some stars darker than that or where all the stars are dark are marked as ‘a’.

It is required to select an appropriate scene area on the basis of the given observed star list and to identify the stars that can be applied to the image validation among the stars in the scene area. The FOV was assumed to be 1.42 degree, and the area where the greatest number of stars was included in the view of the optical payloads was selected as the scene area. The area where stars of various brightness values were included was preferred. We excluded the area where there is a nebula of which point spread function is hard to analyze, the area of which point spread function is not easily identified for containing many superimposed stars, such as a globular cluster, and the area of which point sources are affected by multiple stars such as binary stars. With respect to the selected scene areas, the distribution of stars was verified in the viewing area. When compared with other astronomical programs, a considerable number of stars showed a similar distribution, indicating that the position of star was accurate in the selected scene areas, although few stars were included in different star lists. Among the scenes that satisfied the abovementioned conditions at each magnitude, we selected three areas that were most appropriate for image validation. The three selected areas, which are the samples to explain the method of selecting stars, are close to open clusters and they include the maximum number of stars that have a similar evolution and are sufficiently bright. The stars were named with the Harvard Revised numbers. The list of the stars included the TDI numbers that are observable at the line rate of 9,659 Hz. The SNR was not taken into consideration. Available TDI numbers that are smaller than the saturation radiance of the TDI number were selected.

(1) Scene Area 1

Scene Area 1 is a part of an open cluster in Taurus. Eight of the stars in the list are included in the scene area. The observation is convenient because bright stars within 1.5 degree of magnitude such as Aldebaran, Capella and Rigel are located nearby. The center of the scene area is at RA 67.2708 degree (4:29:05) and DEC 16.0000 degree (+16:00:00). Table 3 is the list of stars included in Scene Area 1. Fig. 9 is shows the distribution of the Yale Bright stars included in Scene Area 1 as output by the developed software.

(2) Scene Area 2

Scene Area 2 is a part of the Pleiades open cluster and it includes 12 bright stars. Stars of various magnitudes between 2.5 and 6 are distributed in Scene Area 2, provid-

### Table 2. TDI number can be chose for 1, 8, 32, 64 and the number of stars is represented in that 60% to 90% of saturation equivalent radiance whether line rate could be chose for 9,700, 11,000, 6,000, 3,000, 1,000 Hz.

<table>
<thead>
<tr>
<th>TDI number</th>
<th>Line rate (Hz)</th>
<th>Minimum (60%) radiance (W/m²sr)</th>
<th>Maximum (90%) radiance (W/m²sr)</th>
<th>SNR equivalent radiance (W/m²sr)</th>
<th>Number of star</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9,700</td>
<td>680</td>
<td>90.0</td>
<td>25.0</td>
<td>1,836</td>
</tr>
<tr>
<td>8</td>
<td>9,700</td>
<td>120.0</td>
<td>180.0</td>
<td>70.71</td>
<td>930</td>
</tr>
<tr>
<td>64</td>
<td>9,700</td>
<td>480.0</td>
<td>720.0</td>
<td>565.68</td>
<td>119</td>
</tr>
<tr>
<td>32</td>
<td>11,000</td>
<td>680.0</td>
<td>102.4</td>
<td>28.4</td>
<td>1,404</td>
</tr>
<tr>
<td>8</td>
<td>11,000</td>
<td>136</td>
<td>204.4</td>
<td>80.19</td>
<td>648</td>
</tr>
<tr>
<td>1</td>
<td>11,000</td>
<td>544</td>
<td>816.4</td>
<td>641.5</td>
<td>95</td>
</tr>
<tr>
<td>1</td>
<td>11,000</td>
<td>4,350</td>
<td>6534</td>
<td>14,515</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>6,000</td>
<td>37.1</td>
<td>55.5</td>
<td>15.46</td>
<td>2,428</td>
</tr>
<tr>
<td>32</td>
<td>6,000</td>
<td>74.2</td>
<td>111</td>
<td>43.74</td>
<td>1,275</td>
</tr>
<tr>
<td>8</td>
<td>6,000</td>
<td>297</td>
<td>445.4</td>
<td>349.81</td>
<td>299</td>
</tr>
<tr>
<td>1</td>
<td>6,000</td>
<td>2,380</td>
<td>3560</td>
<td>7,917.53</td>
<td>14</td>
</tr>
<tr>
<td>64</td>
<td>3,000</td>
<td>18.6</td>
<td>27.8</td>
<td>7.73</td>
<td>589</td>
</tr>
<tr>
<td>32</td>
<td>3,000</td>
<td>37.1</td>
<td>55.7</td>
<td>21.87</td>
<td>2,439</td>
</tr>
<tr>
<td>8</td>
<td>3,000</td>
<td>148</td>
<td>223</td>
<td>174.95</td>
<td>576</td>
</tr>
<tr>
<td>1</td>
<td>3,000</td>
<td>1190</td>
<td>1780</td>
<td>3,960</td>
<td>50</td>
</tr>
<tr>
<td>64</td>
<td>1,000</td>
<td>6.19</td>
<td>9.28</td>
<td>2.58</td>
<td>2</td>
</tr>
<tr>
<td>32</td>
<td>1,000</td>
<td>12.4</td>
<td>18.6</td>
<td>7.29</td>
<td>43</td>
</tr>
<tr>
<td>8</td>
<td>1,000</td>
<td>59.3</td>
<td>74.2</td>
<td>58.32</td>
<td>860</td>
</tr>
<tr>
<td>1</td>
<td>1,000</td>
<td>396</td>
<td>594</td>
<td>1,319.39</td>
<td>169</td>
</tr>
</tbody>
</table>

TDI: time-delay integration, SNR: signal to noise ratio.
*The number involves some stars that are smaller than SNR equivalent radiance which can distinguish between signal and noise well.
ing various point light sources needed for image validation. The observation is convenient because bright stars within 1.5 of magnitude such as Aldebaran and Capella are located nearby. Scene Area 2 includes more stars than those of Scene Area 1. The center of the scene area is at RA 56.8750 degree (10:44:30) and DEC 24.0000 degree (+24:00:00). Table 4 is the list of stars included in Scene Area 2. Fig. 10 is shows the distribution of the Yale Bright stars included in Scene Area 2 as output by the developed software.

(3) Scene Area 3

Scene Area 3 is a part of the IC2602 open cluster and it includes 7 bright stars. The observation is convenient because Canopus of the magnitude of -7.2 is located nearby. The center of the scene area is at RA 161.1250 degree (10:44:30) and DEC 64.2489 degree (-64:14:56). Table 5 is the list of stars included in Scene Area 3. Fig. 11 is shows

---

**Table 3.** Stars in selected scene area 1.

<table>
<thead>
<tr>
<th>HR#</th>
<th>V mag.</th>
<th>Radiance (W/m²sr)</th>
<th>Spectral type</th>
<th>Available TDI No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1394</td>
<td>4.49</td>
<td>183.27</td>
<td>F0V</td>
<td>TDI 32</td>
</tr>
<tr>
<td>1407</td>
<td>4.97</td>
<td>154.90</td>
<td>K2III</td>
<td>TDI 32</td>
</tr>
<tr>
<td>1411</td>
<td>3.84</td>
<td>438.60</td>
<td>K0III</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1412</td>
<td>3.40</td>
<td>463.29</td>
<td>A7III</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1422</td>
<td>5.58</td>
<td>66.06</td>
<td>B0Vna</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1427</td>
<td>4.78</td>
<td>129.96</td>
<td>A6IV</td>
<td>TDI 32</td>
</tr>
<tr>
<td>1428</td>
<td>5.48</td>
<td>68.20</td>
<td>A5m</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1432</td>
<td>6.02</td>
<td>44.78</td>
<td>F4V</td>
<td>TDI 64</td>
</tr>
</tbody>
</table>

HR: Harvard Revised, TDI: time-delay integration.

**Table 4.** Stars in selected scene area 2.

<table>
<thead>
<tr>
<th>HR#</th>
<th>V mag.</th>
<th>Radiance (W/m²sr)</th>
<th>Spectral type</th>
<th>Available TDI No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1140</td>
<td>5.46</td>
<td>68.54</td>
<td>B7IV</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1142</td>
<td>3.70</td>
<td>346.70</td>
<td>B6III</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1145</td>
<td>4.30</td>
<td>199.50</td>
<td>B6IV</td>
<td>TDI 32</td>
</tr>
<tr>
<td>1149</td>
<td>3.87</td>
<td>296.45</td>
<td>B8III</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1151</td>
<td>5.76</td>
<td>51.99</td>
<td>B8IV</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1152</td>
<td>6.43</td>
<td>28.43</td>
<td>A0Vn</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1156</td>
<td>4.18</td>
<td>222.81</td>
<td>B6IVe</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1165</td>
<td>2.87</td>
<td>744.89</td>
<td>B7III</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1172</td>
<td>5.45</td>
<td>69.17</td>
<td>B8V</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1178</td>
<td>3.63</td>
<td>369.79</td>
<td>B8III</td>
<td>TDI 8</td>
</tr>
<tr>
<td>1180</td>
<td>5.09</td>
<td>96.37</td>
<td>B8Vpe</td>
<td>TDI 64</td>
</tr>
<tr>
<td>1183</td>
<td>6.17</td>
<td>35.64</td>
<td>B8V</td>
<td>TDI 64</td>
</tr>
</tbody>
</table>

HR: Harvard Revised, TDI: time-delay integration.

**Table 5.** Stars in selected scene area 3.

<table>
<thead>
<tr>
<th>HR#</th>
<th>V mag.</th>
<th>Radiance (W/m²sr)</th>
<th>Spectral type</th>
<th>Available TDI No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4196</td>
<td>4.82</td>
<td>123.58</td>
<td>B4V</td>
<td>TDI 32</td>
</tr>
<tr>
<td>4199</td>
<td>2.76</td>
<td>822.49</td>
<td>B0Vp</td>
<td>TDI 8</td>
</tr>
<tr>
<td>4204</td>
<td>5.77</td>
<td>51.51</td>
<td>B2.5V</td>
<td>TDI 64</td>
</tr>
<tr>
<td>4205</td>
<td>4.82</td>
<td>123.58</td>
<td>B3Vn</td>
<td>TDI 32</td>
</tr>
<tr>
<td>4219</td>
<td>5.34</td>
<td>76.55</td>
<td>B6V</td>
<td>TDI 64</td>
</tr>
<tr>
<td>4220</td>
<td>5.23</td>
<td>84.71</td>
<td>B7IV</td>
<td>TDI 64</td>
</tr>
<tr>
<td>4222</td>
<td>4.85</td>
<td>120.21</td>
<td>B3IV</td>
<td>TDI 32</td>
</tr>
</tbody>
</table>

HR: Harvard Revised, TDI: time-delay integration.
Even in the selected Scene Areas 1, 2 and 3, stars cannot be observed if the star is close to the sun since the solar light is incident to the optical aperture. The sun only moves within ±23.5 degree of the DEC which is the slope of the ecliptic plane in the J2000 coordinates. Since the DEC of Scene Areas 1 and 2 is within 43.5 degree, they may be located close to the sun. On the contrary, the DEC of Scene Area 3 is -64.2489 degree, at least 40 degree far from the sun, and thus observation is possible anytime in a year regardless of the position of the sun. In order to calculate the solar position at a time, the solar position, RA⊙ and DEC⊙ should be known in the J2000 coordinates centered on the earth. For this, we employed the algorithm to calculate the solar position information developed by the National Renewable Energy Laboratory (Reda & Andreas 2008). Considering the solar position calculated by the algorithm and the positions of the selected Scene Areas 1, 2 or 3 (RA*, DEC*), the relative angle between the sun and the star can be calculated through spherical trigonometry. Eq. (16) shows how the function of the relative angular distance between the center of a scene area and the center of the sun can be obtained using the cosine rule of spherical trigonometry:

\[
\cos \lambda = \cos \left( \frac{\pi}{2} - \text{DEC}_s \right) \cos \left( \frac{\pi}{2} - \text{DEC}_t \right) \\
+ \sin \left( \frac{\pi}{2} - \text{DEC}_s \right) \sin \left( \frac{\pi}{2} - \text{DEC}_t \right) \cos \left( \text{RA}_s - \text{RA}_t \right) \\
+ \sin \text{DEC}_s \sin \text{DEC}_t \cos \text{DEC}_s \cos \left( \text{RA}_s - \text{RA}_t \right)
\] (16)

We calculated the relative angles between the sun and the Scene Areas 1, 2 and 3 over one year from March 1, 2012. Fig. 12 shows the angles between the sun and the Scene Areas 1, 2 and 3. It is expected that the observation may not be allowed between May 9 and June 18 in 2012 in Scene Area 1 and between April 30 and June 10 in 2012 in Scene Area 2 when the relative angles were within 20 degree. On the contrary, there is no time period when Scene Area 3 approaches the sun within 60 degree. All-time observation is possible in Scene Area 3, being free from the effect of the sun, but the observation is only possible when the TDI number is 32 or 64. Since there are only three stars that are appropriate for observation for each TDI number, Scene Areas 1 and 2 may be used when a greater number of stars is required or when the observation needs to be performed at the TDI of 8.

5. CONCLUSIONS

In this study, we developed a program for the selection of appropriate stars so that earth observation satellite
using TDI can perform image validation while performing observation of stars. Appropriate stars were selected from the 175 Gunn & Stryker stars according to the given spectrum. We also performed additional work to increase the number of appropriate stars that may be selected. Assuming that stars of the same spectral type share similar temperatures, based on the Gunn & Stryker star list, we calculated the relation between the stellar magnitude and the radiance of the light that has passed through the satellite optical payloads. The relation was derived on the basis of the assumption that the relative spectral response of the payloads is constant in the visible light region. We also selected stars appropriate for the observation among about 9000 stars in the Yale Bright Star Catalogue 5th edition. Relatively bright stars that are easily distinguished from the noise were selected in the range where no saturation occurs, considering the saturation state of the payloads. We also developed the software that provides the list of the selected, observable stars and visualizes their distribution when the scene area is determined according to the FOV of the satellite. Additionally, we proposed observation in three scenic areas where there are many stars in the viewing angle of an image. The period of time when observation is possible was also calculated considering the solar effect. When performing observation in a scene area with a certain TDI number, the application of the method to acquire one point spread function from several stars will provide the advantage of increasing the number of samples. When applying this method, using 3 to 6 stars may be appropriate, even though the method may depend on the relative position of the center of several stars in the pixel. The result of this study may be used to verify the performance of the optical payloads of Korean satellites.
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