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Abstract
Defining the correlations between rural amenities, while difficult, is important for the adequate and efficient development of these amenities. In this research, an Interactional Information Measuring Technique (IIMT) using Information Gathering and Utilizing System (IGUS) was developed to objectively analyze the correlations between abstract ideas. In order to analyze correlations between rural amenities, this model used the Korean Dusan World Encyclopedia as IGUS and the relative interactional information was measured. The correlations between rural amenities were analyzed objectively using IIMT with the results satisfying the basic conditions of interactional information suggested in this research.
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I. Introduction
Rural amenities are attractive factors as a means of rural development, with the result that there are many attempts to improve the rural living environment and economy through the development of rural amenities. When developing rural amenities, it is necessary to consider the correlation between rural amenities, because amenities are complexly related to each other. The profit of rural development can be increased by considering the correlation between rural amenities and the opposite can be true. However, it is difficult to analyze the correlations of rural amenities objectively since rural amenities are abstract ideas. Qualitative Analysis Methods using surveys (ex. Analytic Hierarchy Process; AHP) can be used as a means of correlation analysis. However, although the survey conditions are the same, the results given by Qualitative Analysis Methods can differ, making it difficult to reproduce the same results these methods.

There has been much research about the objective analysis of correlations using statistical methods to overcome the difficulties of using Qualitative Analysis Methods.

After the research of Church & Hanks (1990),
many research areas, such as information retrieval and natural language processing, have proceeded to measure the correlation between words by applying mutual information (Lee, 2003). Traditional methods of mutual information estimate mutual information by the calculation of the concurrent probability of words within the retrieval data sets, resulting in different results if the retrieval data sets are different (Kim, 1994; Kang, 1997; Heo et al., 2006). Traditional methods calculate the concurrent probability of words based on the spelling of words and not the meaning, leading to measurement errors produced by ambiguous words (Heo et al., 2006).

In this research, Interactional Information Measuring Technique (IIMT) using Information Gathering and Utilizing System (IGUS) was developed to analyze the correlations between abstract ideas objectively. IIMT was applied to the measurement of the correlations between rural amenities for objective analysis.

II. Information and Mutual Information

1. Information

Shannon (1948) researched methods to measure information uncertainty as a function of probabilities. If $p(x)$ means an appearance probability of event $x$, and $x$ is an event of random variable $X$, then average self information $H(X)$ can be defined as eq. (1) and is called the entropy (Shannon, 1948).

$$H(X) = - \sum_{x} p(x) \log_2 p(x), \ x \in X$$

(Shannon, 1948) (1)

where $H(X)$ is the entropy of set $X$ and $p(x)$ is the appearance probability of element $x$ in set $X$. Entropy $H(X)$ represents the average number of times to select each event in random variable $X$, and it also means the number of bits which are necessary for the translation of random variable $X$ as information (Jung, 2006).

After Shannon’s research, Gel–Mann & Lloyd (1996) researched methods to measure the worth of an entity by adapting Shannon’s information theory, and Jung (2003) presented Information Measure Technique (IIMT) using Information Gathering and Utilizing System (IGUS) to estimate the information of natural language. These methods can estimate the total quantity of one entity as information. However they cannot measure the correlation between two entities.

2. Mutual Information

Mutual Information (MI) refers to the information that two random variables hold in common. Mutual Information is defined as eq. (2) by the ratio of the concurrence probability $p(x, y)$ to the appearance probability $p(x), p(y)$ (Fano, 1961).

$$MI(X, Y) = \sum_{x} \sum_{y} p(x, y) \log_2 \frac{p(x, y)}{p(x) p(y)}, \ x \in X \text{ and } y \in Y \ (Fano, 1961)$$

(2)

where $MI(X, Y)$ is the mutual information, $p(x)$ is the appearance probability of element $x$, and $p(x, y)$ is the concurrent probability of elements $x$ and $y$. The relation between information and mutual information is illustrated in Fig. 1, and mutual information has to satisfy three basic requirements illustrated at eq. (3)–(5).
Fig. 1 Diagram of Mutual Information

\[ 0 \leq MI(X, Y) \leq \min[H(X), H(Y)] \] (3)

\[ MI(X, Y) = MI(Y, X) \] (4)

\[ MI(X, X) = H(X) \] (5)

where \( MI(X, Y) \) is the mutual information and \( H(X) \) is the entropy of set \( X \). The boundary of mutual information at eq. (3) is \( 0 \leq MI(X, Y) \leq \min[H(X), H(Y)] \) and is determined by the size of the entropies \( H(X), H(Y) \). To solve this problem, Lee (2003) suggested the concept of Relative Mutual Information (RMI) and presented eq. (6) to normalize the mutual information.

\[ RMI(X, Y) = \frac{MI(X, Y)}{\sqrt{H(X)H(Y)}} \] (Lee, 2003) (6)

where \( RMI(X, Y) \) is the relative mutual information, and \( H(X) \) is the entropy of set \( X \). Mutual information was used to analyze the property of Korean syllables (Lee & Oh, 1989) and it was also used to analyze the collocation of language (Church & Hanks, 1990). Likewise, mutual information was widely applied to information retrieval and analysis of words correlations (Kim, 1994; Kang, 1997; Lee, 2003). Traditional methods of identifying mutual information estimate mutual information by the calculation of concurrent probability of words within the retrieval data sets. However, although the measured entities are same, these methods present different results if the retrieval data sets are different. Furthermore, by using traditional methods, measurement errors are produced due to the ambiguity of some words.

In this research, the concept of mutual information was adapted to develop the Interactional Information Measuring Technique (IIMT) using Information Gathering and Utilizing System (IGUS) to analyze the correlations between abstract ideas objectively. To eliminate the effects caused by the size of entropy, the concept of the relative mutual information illustrated in eq. (6) was applied to the relative interactional information in eq. (10).

III. Development of an Interactional Information Measure Technique (IIMT)

The IIMT presented in this research the interactional information based on the concept of mutual information is calculated by using the data gathered from a particular boundary, which is defined by IGUS. The IIMT differs from previous mutual information methods as IIMT estimates the correlation between words by using the data of words defined in IGUS.

1. Development of an Interactional Information Equation

In this research eq. (7) was suggested as an equation of interactional information for IIMT which uses the data gathered from IGUS.

\[
I(X, Y) = \sqrt{\sum_{y} p_{X}(y) \log_{2} \frac{1}{p_{X}(y)} \times \sum_{x} p_{Y}(x) \log_{2} \frac{1}{p_{Y}(x)}} \\
= \sqrt{\sum_{i} p_{X}(i) \log_{2} \frac{1}{p_{X}(i)} \times \sum_{i} p_{Y}(i) \log_{2} \frac{1}{p_{Y}(i)}} \] (7)
where \( x \in X, y \in Y \) and \( i \in (X \cap Y) \), \( II(X, Y) \) is the interactional information, and \( p_{x}(y) \) is the appearance probability of elements \( y \) in random variable \( X \). \( x \) is an element of random variable \( X \). \( y \) is an element of random variable \( Y \). \( p_{x}(y) \) is the appearance probability of \( y \) in \( X \) and \( p_{y}(x) \) is the appearance probability of \( x \) in \( Y \). \( p_{x}(y) \) and \( p_{y}(x) \) are defined as eq. (8) \~ (10). By using interactional information equation presented in this research, the interactional information between oneself \( II(X,X) \) becomes entropy \( H(X) \), so eq. (7) satisfies the basic requirements.

\[
p_{x}(y) = \frac{N_{X}(y)}{\sum_{x} N_{X}(x)} = \frac{N_{X}(y)}{N(X)}, \quad x \in X \text{ and } y \in Y
\]  

\[
p_{y}(x) = \frac{N_{Y}(x)}{\sum_{y} N_{Y}(x)} = \frac{N_{Y}(x)}{N(Y)} = p(x), \quad x \in X
\]

where \( N_{Y}(x) \) is the number of element \( x \) in set \( Y \), and \( N(X) \) is the number of total element in set \( X \). Relative interactional information equation eq. (10), which is given by adaptation eq. (6) in eq. (7), was presented to solve the problem of the size of the entropies \( H(X) \), \( H(Y) \) determining the boundary of interactional information.

\[
RII(X, Y) = \frac{II(X, Y)}{\sqrt{H(X)H(Y)}}
\]

\[
= \sqrt{\frac{\sum_{i} p_{X}(i) \log_{2} \frac{1}{p_{X}(i)} \times \sum_{j} p_{Y}(j) \log_{2} \frac{1}{p_{Y}(j)}}{\sum_{x} p_{X}(x) \log_{2} \frac{1}{p_{X}(x)} \times \sum_{y} p_{Y}(y) \log_{2} \frac{1}{p_{Y}(y)}}}
\]

where \( RII(X, Y) \) is the relative interactional information, and \( H(X) \) is the entropy of set \( X \).

\[0 \leq RII(X, Y) \leq 1\]  

\[RII(X, Y) = RII(Y, X)\]  

\[RII(X, X) = 1\]

The relative interactional information defined in this research satisfies the basic requirements of eq. (11) \~ (13). In this research, eq. (10) was used to measure the relative interactional information, and \( X \) is the rural amenity and \( x \) is the word that explains \( X \) in the IGUS.

2. Interactional Information Measure Technique (IIIMT)

The IIIT model based on relative interactional information is illustrated in Fig. 2. Items to measure for correlation were selected and data on the items was gathered from the IGUS. Na et al. (2005) revealed that the character of IGUS has an effect on the result of information measure, so an appropriate IGUS should be chosen depending on the object of research. Next, nouns are extracted from the data gathered from IGUS. \( p_{x}(y) \) and \( p_{y}(x) \) are calculated and the relative interactional information is estimated. If relative interactional information is close to '1' this is denotes a high correlation, while if it is close to '0' this is indicates low correlation.

In this research, the relative interactional information was measured using an IGUS, which provides the same information regardless of observer, to estimate the same results regardless of researcher. The relative interactional information between the data of items was measured. To solve the problem of the boundary of interactional information being determined by the size of the entropies the interactional information was normalized as relative interactional information.
IV. Application of IIMT

In this research, IIMT was applied to rural amenities to analyze correlations between water resources, geography resources, plant resources, animal resources, environment resources, tradition resources, landscape resources and community resources which were categorized in Choi et al. (2006). The category of rural amenity resources is illustrated in Table 1.

1. Selection of Information Gathering and Utilizing System (IGUS)

Information was gathered in an IGUS. However, as previously mentioned, care must be taken in the selection of the IGUS due to the influence that the IGUS has on the result of the information measure (Na et al., 2005). If an IGUS provides the same information regardless of the observer then the same results can be estimated regardless of the researcher. An encyclopedia was selected as an IGUS since it contains an enormous quantity of information and provides the same information regardless of the observer. Among the encyclopedias, the Korean Doosan World Encyclopedia was utilized as the IGUS because of the ease of gathering information from this resource.

2. Results

Information regarding eight categories of rural amenity resources was gathered from the Korean Dusan World Encyclopedia and the nouns were extracted. Relative intertactional information was measured by using extracted nouns and eq. (7) ~ (10), and the result is shown in Table 2. The relative intertactional information between itself shows the maximum value ‘1.0’, the boundary is from ‘0.0’ to ‘1.0’ and it satisfies \( RIX, Y = \)
The result was analyzed on the assumption that relative interactional information which is close to '1' denotes high correlation and that which is close to '0' means a low correlation. Water resources show a high relation with plant resources (0.131) and landscape resources (0.127), indicating that water resources such as rivers, streams and lakes have a large effect on the plant and landscape resources such as mountains and forests. Animal resources also have a strong relation with plant resources (0.366), showing that a wide variety of plants make for a more varied animal kingdom. Community has a high relation with tradition resources (0.194), indicating that traditional culture have a great influence on rural communities. Landscape resources has a high relation with water resources (0.127), geography resources (0.115) and plant resources (0.102), showing that a good landscape consists of plentiful water resources, plant resources and beautiful geography resources.

The results shown in this research were not compared with the results of other research because there is no sufficient research about the correlations between rural amenities. However, the correlations between rural amenities were analyzed objectively using IIMT.

V. Conclusion

Rural amenities are attractive factors as a means of rural development, with the result that there are many attempts to improve the living environment and economy of rural areas through the development of rural amenities. When developing rural amenities, it is necessary to consider the correlation between each amenity resources because amenities are complexly related to each other. However, difficulties arise in the objective analysis of the correlations of rural amenities since rural amenities are abstract ideas. Qualitative Analysis Methods using surveys (ex. Analytic Hierarchy Process: AHP) can be used as a means of correlation analysis. However, although the survey conditions are the same, the results given by Qualitative Analysis Methods can differ, making it difficult to reproduce the same results. Traditional methods of mutual information estimate mutual information by the calculation of the concurrent probability of words within the retrieval data sets, resulting in different results if the retrieval data sets are different. And traditional methods calculate the concurrent probability of words based on the spelling of words and not the meaning, leading to measurement errors produced by ambiguous words.

In this research, Interactional Information Measuring Technique (IIMT) using Information Gathering and Utilizing System (IGUS) was developed to analyze the correlations between abstract ideas objectively. Interactional information equation was developed to consider the information gathered from IGUS and relative interactional information was suggested. IIMT was applied to measurement of the correlations between rural amenity resources,
for objective analysis.

The interactional information measured by IIIMT satisfied the basic requirements suggested in this research, and the correlations between rural amenity resources were analyzed objectively by applying IIIMT. The conclusion is that IIIMT can be utilized in cases where it is difficult to apply qualitative analysis methods or where verification is needed. In development of rural amenities, it will be possible to consider the correlation between rural amenities by using IIIMT and it will help more efficient, more synthetic development of rural community.
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