Numerical Studies of Supersonic Planar Mixing and Turbulent Combustion using a Detached Eddy Simulation (DES) Model
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Abstract

We present a simulation of a hybrid Reynolds-averaged Navier Stokes / Large Eddy Simulation (RANS/LES) based on detached eddy simulation (DES) for a Burrows and Kurkov supersonic planar mixing experiment. The preliminary simulation results are checked in order to validate the numerical computing capability of the current code. Mesh refinement studies are performed to identify the minimum grid size required to accurately capture the flow physics. A detailed investigation of the turbulence/chemistry interaction is carried out for a nine species 19-step hydrogen-air reaction mechanism. In contrast to the instantaneous value, the simulated time-averaged result inside the reactive shear layer underpredicts the maximum rise in H₂O concentration and total temperature relative to the experimental data. The reason for the discrepancy is described in detail. Combustion parameters such as OH mass fraction, flame index, scalar dissipation rate, and mixture fraction are analyzed in order to study the flame structure.
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1. Introduction

The supersonic combustion process in high speed vehicles accompanied by the interaction of turbulence and finite rate chemistry is a complex phenomenon. The use of computational fluid dynamics (CFD) to model turbulent combustion and consistently yield the right answer can be very tricky. The modeling of such high-speed reactive flows is extremely helpful in understanding the physical processes occurring inside scramjet engines. However, the results of computational simulations used to predict actual flight test conditions still remains questionable and continuously requires improvement. The validation of a numerical model against a realistic engine test is necessary to build confidence in the numerical modeling approach. The planar mixing supersonic combustion experiment by Burrows and Kurkov has been used extensively to verify and validate a number of numerical codes in recent years.

Previously, studies by Evans et al. on “unmixedness” (richness in fuel or oxygen) replaced the eddy breakup model with finite rate chemistry that corrected for the unmixedness term. Their study suggests that unmixedness may lead to serious errors in time-averaged temperature and composition profiles [1, 2]. Subsequently, other combustion models such as the Favre-averaged Navier Stokes (FANS), Reynolds-averaged Navier Stokes (RANS), and sophisticated probability density function (PDF) models have been validated for the benchmark case of Burrows-Kurkov [3-5]. These studies demonstrate both the numerical capability and limitations in capturing the real flow physics. Many studies have shown the importance of optimizing the turbulent Prandtl number and Schmidt number [5-7], and the impact of turbulence-chemistry interactions in reactive turbulent flows [8-10]. Although the RANS model has been used extensively to solve...
various problems, the unsteady dissipative nature of the
turbulent combustion flow feature requires a time-accurate
method such as large eddy simulation (LES) to capture the
real turbulent flow features.

In order to overcome the limitations possessed by RANS
or hybrid RANS/LES, attempts have been made to resolve
large scale eddies while the small scale eddies, which are
less energetic in their transportation of mass, momentum,
and energy, are modeled but not resolved. A numerical
simulation of a coaxial jet experiment [11] has been used to
capture a RANS simulation with RANS/LES, and identifies
deficiencies in the RANS model. The major disadvantage
in RANS/LES is the control of the excess dissipation, and
the necessity for blending of RANS and LES equations. A
strategy to blend the RANS and LES equations is proposed
by Spalart et al. [12] in which the LES equations are used for
a flow regime that is separated from the walls, whereas the
RANS technique is used for wall computations. Many studies
[13-16] have concentrated on building numerical strategies
for hybrid RANS/LES techniques in attempts to capture the
coupling effect of turbulence and chemistry in order to
predict the characteristics of high speed combustion.
Recently, Edwards et al. simulated the well-known Burrows
and Kurkov test case by implementing an improved version
of the hybrid RANS/LES strategy, and produced good
agreement with the experimental data [17].

Another feasible hybrid technology used in turbulent
reacting flows is detached eddy simulation (DES), which is
a less expensive strategy than LES. Peterson and Candler used
DES methodology in the supersonic-combustion scramjet
(SCHOLAR) experiment [18, 19], demonstrating agreement
with the wall pressure distributions and experimental CARS
images. The unsteady nature of turbulence was well captured
by DES in a scramjet combustor configuration for transverse
fuel injection with a cavity flame holder, as described in [20,
21]. Recently, Choi et al. studied the dependency of numerical
predictions on the resolution of the flow field by comparing
higher order approaches such as the monotone upsteam-
centered schemes for conservation laws (MUSCL), the
weighted essentially non-oscillating (WENO) scheme, and
the optimized multidimensional limiting process (oMLP)
scheme [22, 23]. They showed the remarkable capability
of oMLP in predicting turbulent flame structure, but had
problems due to the axisymmetric geometry.

In this study, we performed a two-dimensional (2-D)
simulation of a supersonic planar injection mixing case from
the Burrows and Kurkov experiment, wherein a turbulent
reactive shear layer is formed by molecular-level mixing near
the splitter plate. The computational code uses DES strategy
with high resolution numerical schemes for capturing the
reactive turbulent flow field, and the ability to capture the
turbulent combustion flow physics was tested.

2. Numerical Approach

2.1 Governing Equation

The traditional approach to modeling turbulent reactive
flows is to solve mass, momentum, energy and species
conservation equations through a RANS equation. The
conservative vector form for N number of species in (ξ, η)
coordinates is given by

\[
\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial E}{\partial y} + \frac{\partial H}{\partial y} = 0
\]

where

\[
Q = \begin{bmatrix}
\rho_v \\
\rho \phi \\
\rho v \\
\rho \phi w \\
\rho v u \\
\rho v w
\end{bmatrix}, \quad
E = \begin{bmatrix}
\rho v u \\
\rho \phi w (e + p)_u \\
\rho v u \phi \\
\rho v w \phi \\
\rho v w u \\
\rho v w w
\end{bmatrix}, \quad
F = \begin{bmatrix}
\rho v u \\
\rho \phi w (e + p)w \\
\rho v u \phi \\
\rho v w \phi \\
\rho v w u \\
\rho v w w
\end{bmatrix}, \quad
H = \begin{bmatrix}
\rho v u \\
\rho \phi w (e + p)_u \\
\rho v u \phi \\
\rho v w \phi \\
\rho v w u \\
\rho v w w
\end{bmatrix}
\]

Spatial discretization is resolved through the finite volume
approach. A fourth-order central difference scheme was
used to formulate viscous fluxes. A detailed description
of the numerical formulation is given in [26]. The artificial
dissipation of numerical fluxes was formulated by using the
improved version of Advection Upstream Splitting Method
based on pressure (AUSMPW+) flux splitting method along
with higher-order schemes such as oMLP, WENO, and
MUSCL.

The present simulation was computed using the
oMLP scheme with the AUSMPW+ flux splitting method.
Previous studies [22, 23] demonstrated excellent numerical
performance for turbulent combustion prediction.

2.2 Thermochemical Model

We implemented the conventional Jachimowski 19-step
hydrogen-air reaction model with eight reacting species (H,
H₂, O, O₂, H₂O, OH, HO₂, and H₂O₂) and one inert species

http://ljass.org
(N₂). Thermodynamic properties such as enthalpies and specific heats were taken from McBride et al. [25]. The mean molecular weight and characteristic temperatures for each species were taken from Gas Research Institute (GRI Mech 3). The mixture viscosity and thermal conductivity was computed using Wilke’s law. The Prandtl and Schmidt numbers were set to 0.9 and 0.4. The diffusion coefficient calculation is based on Chapmann-Enskog theory. The production or depletion of the chemical species was formulated using the law of mass action and the Navier-Stokes equation.

2.3 Turbulence Model

Turbulence was modeled by using the standard k-ω shear stress transport (SST) model for high Reynolds numbers. The SST formulation shifts from a k-ω characteristic in the free-stream to k-ω in the inner parts of the boundary layer, thereby making the model more suitable for solving the viscous sub-layer. The free stream turbulence recommended values are \( \omega_{\infty} = (1-10) \mu_{\infty} L \), \( \mu_{\infty} = 10^{-2-5} \mu_{L} \), and \( k_{\omega} = \frac{\mu_{\infty}}{\rho_{\infty}} \omega_{\infty} \) where the fluid dynamic length scale (L) is equal to the length of the computational domain. Turbulent flows with high Reynolds numbers form large scale eddies that are well captured by using the DES approach. Spalart et al. [12] formulated the DES methodology, implementing both RANS and LES strategies. However, in this approach, only one fourth of the turbulence scale is resolved and the rest are modeled. A turbulent subgrid-scale model was not used in this study.

3. Experimental Setup and Initial Conditions

The geometry of the experimental setup is shown in Fig. 1. Hydrogen is injected through a slot in a step on the lower wall of the combustor duct at a sonic speed. A splitter plate with a thickness of 0.4 cm separates the air and the fuel flow within a combustor zone of length 35.6 cm. This test includes surveys of the mole fraction, pitot pressure, and stagnation temperature measurements for both inert and reacting conditions. The major limitation of the Burrows-Kurkov database [27] is insufficient data related to the boundary layer growth rate of the combustor side walls, since the pitot probe size (0.81 mm) is too large to measure the true boundary layer profile. To develop a boundary layer thickness of about 1 cm, a 51 cm-long flat plate was simulated for the initial boundary layer profiles. The initial conditions for this case are described in Table 1.

4. Computational Grid and Boundary Conditions

Figure 2 shows the computational domain with three zones: a combustor zone, an air zone, and a fuel zone. The first smallest mesh, used for the 2-D calculation, contains a grid size of 181 × 131 (main combustor) + 251 × 101 (air zone) + 31 × 26 (fuel zone). The rest of the grid size information is given in Table 2. Figure 3 shows the configuration of the computational domain for a grid size of 721 × 521. The mesh is clustered at the side walls, which accounts for the formation of the boundary layer. Most of the grid is concentrated from the splitter plate extending to the combustor exit. The mesh is well clustered near the

Table 1. Inflow conditions for Burrows and Kurkov experiment

<table>
<thead>
<tr>
<th>Property</th>
<th>Hydrogen</th>
<th>Vitiated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mach Number</td>
<td>1.0</td>
<td>2.44</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>254</td>
<td>1270</td>
</tr>
<tr>
<td>Pressure (Mpa)</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>1216</td>
<td>1764</td>
</tr>
<tr>
<td>( Y_{O_2} )</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( Y_{CO} )</td>
<td>0.0</td>
<td>0.258</td>
</tr>
<tr>
<td>( Y_{CO2} )</td>
<td>0.0</td>
<td>0.256</td>
</tr>
<tr>
<td>( Y_{H2} )</td>
<td>0.0</td>
<td>0.486</td>
</tr>
</tbody>
</table>

Fig. 1. Schematic of Burrows and Kurkov experiment
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splitter plate and extended in the axial direction in order to capture the formation of the shear layer, where mixing is followed by combustion. Very few meshes were used in the free stream region because there is no significant change in the flow phenomena except for the boundary layer, thereby reducing the computational time. The air zone extended over the negative span of 51 cm was used to produce the incoming initial boundary layer because of the absence of wind tunnel geometry. An adiabatic wall temperature was imposed on all wall boundaries, with a no-slip wall boundary condition accounting for the formation of the boundary layer.

The Courant Friedrichs Levy (CFL) number was set to 1 for the coarse grid and 3 for the fine grid sizes. A maximum of four sub-iterations were allowed at each time step. The time-averaged calculation was performed after the initial transient period of 10,000 time steps.

### 5. Results and Discussion

Generally, for turbulent flow, the time-averaged calculations are performed only after fluctuations in the solution are uniform. In order to check the steadiness of the solution, the static pressure with respect to the physical...
time scale (shown in Fig. 4) was monitored. We note that the minimum physical time required for the solution to attain steady state is after 4 ms, regardless of the grid resolution. In this study, the time-averaged results were taken after 8 ms by monitoring the regular changes in the pressure history plot (Fig. 4).

5.1 Mesh Refinement Study

In capturing the fine scale turbulent eddies, mesh refinement plays a major role in forecasting the order of accuracy. Norris and Edwards [28] explained the importance of grid refinement in estimating the quality of the obtained solution. For the present case, grid convergence was checked for the grid sizes as described in Table 2. The fine scale turbulence can be effectively captured by a grid size of 1001×521, thus accounting for the accuracy. Figure 5 shows the static temperature contours for different grid sizes. The gradually increasing turbulent eddy capturing capability from grid sizes 181×131 to 1001 × 521 can be clearly visualized. Mach number profiles (Fig. 6) measured at the exit (35.6 cm) indicates an order of accuracy that closely matches the experimental data, depending on the grid resolution. The minimum grid size necessary to obtain the approximate profile is 541×391 (the mixing zone). The maximum Mach number attained in the experiment is 2.2. Theoretically, the obtained the maximum Mach number is 2.46 without considering side wall boundary layer effects. On resolving the boundary layer side wall effects, the resolved new Mach number is given by

\[
M(y)^{\text{new}} = \frac{M(y)_{\text{new}}}{M(y)_{\text{max(experimental)}}}
\]

(4)

Fig. 4. Pressure history

Fig. 5. Instantaneous static temperature contours for grid cases (1-5) and time-averaged contour for grid size 1001x521
5.2 Reactive Flow Physics Features

The DES model is capable of capturing the shock wave emerging from the injector tip and the shock at the flame stabilization location (Fig. 5). Information regarding the shock wave was not reported in the Burrows and Kurkov experimental calculation. The flame was stabilized from 5 to 10 cm upstream of the combustor, where the second shock wave emerged. However, the shock wave was not strong enough to account for any effects in the flow physics.

The adiabatic wall temperature imposed at wall boundaries resulted in pre-ignition phenomena upstream of the mixing zone as shown in Figs. 5 and 7. This is due to the boundary layer temperature profile (2000 K), which was high enough to react with hydrogen. Thus, the current solution with the hot wall moved the flame front almost 10 cm upstream, but the Burrows and Kurkov experimental data of the flame front location is shown around 18 cm. Only slight ignition is noticed at the beginning because only small quantities of hydrogen and air are mixed at the combustor entrance.

5.3 Analysis of Preliminary Results

The static temperature, species mole fractions, pitot and wall pressure graphs were validated with respect to the experimental conditions. Figure 8 shows the time-averaged static and stagnation temperature profiles at the exit of the combustor. The maximum static temperature attained in the present configuration is 1600 K for the smallest grid resolution of $181 \times 131$. This static temperature is very low when compared with the experimental temperature profiles. Finally, to identify the reactivity computed by the code, the mole fractions at the combustor exit ($x = 35.6$ cm) are shown in Fig. 9 for grid sizes $541 \times 391$, $721 \times 521$, and $1001 \times 521$. The peak in mole fraction of the water concentration is not observed, as shown in the experimental data. Similarly, the pitot pressure profile in Fig. 10 exhibits a discrepancy with the experimental value. On closer examination of the temperature and pressure profiles, we note that the outer boundary layer temperature profile (2000 K) was high enough to react with hydrogen. Thus, the current solution with the hot wall moved the flame front almost 10 cm upstream, but the Burrows and Kurkov experimental data of the flame front location is shown around 18 cm. Only slight ignition is noticed at the beginning because only small quantities of hydrogen and air are mixed at the combustor entrance.
portion of the reactive shear layer is in good agreement with the experimental data, although the discrepancy is greater in the inner region of the shear layer.

The static temperature in the shear layer (see instantaneous image shown in Fig. 5) encountered a peak value of 2500 K when compared to the time-averaged static temperature. The same effect was addressed by Edwards et al. [17]. They explained the effect due to the straining of diffusive flames when large-eddies interact within the reactive flow streams. This occurs because the large eddies that interact with the reactant streams locally strain the flame and cools it through the engulfment of colder pockets of fluid in which the energy is focused on large scales. Therefore, the reason behind the discrepancy with the experimental results must be identified in order to achieve the expected results. A number of improvements need to be made in order to validate the experimental data. Further testing is required in the following fields:

1. Turbulence-chemistry interaction.
2. Chemical kinetics.
3. Improvement of numerical turbulence model.

5.4 Turbulence-Chemistry Interaction

An understanding of the turbulent chemistry interaction is important in identifying the physics of the reactive flows. By analyzing significant parameters including the mixture fraction, scalar dissipation rate, and flame index, the structure of the diffusive flames can be analyzed.

Computing the mixture fraction enables to track the mixing of all the elements in a chemical reaction, because the elements are unchanged during chemical process. The maximum and the minimum value for the mixture fraction are 0 for the oxidizer zone and 1 for the fuel zone. The mixture fraction definition is based on a hydrogen element that is calculated using the following formula

\[ f = \frac{y_H + y_{O_2} + y_{OH}}{y_{H,O} + y_{OH}} \]  

Figure 11 represents the species mass fraction versus mixture fraction calculated at locations \( x = 0, 9.95, 22.6 \), and 35.6 cm on the combustor. It is evident that at the inlet, the hydrogen and oxygen mass concentrations deplete to form few water molecules (green), indicating the pre-ignition. At the exit, the reaction has proceeded by producing water; however, the time-averaged water production does not correlate well with the experimental data since the hydrogen burnt is less than 40% in the current model. A similar trend is noted in Fig. 12, which shows scatter plots of water and oxidizer.
oxygen mass fraction and mixture fraction varying by temperature on a 2-D x-y plane for a 1001 x 521 grid size. We suggest that the water mass fraction produced is not sufficient to account for the temperature rise leading to the disagreement with the experimental data.

We also analyzed the scalar dissipation rate (SDR) and flame index (FI), which are useful in understanding the turbulent flame structure and are given by

$$\chi = 2D(\nabla \phi)^2$$  \hspace{1cm} (6)

$$FI = \nabla \phi_a - \nabla \phi + \nabla \phi_b$$  \hspace{1cm} (7)

The mixing rate is characterized by the scalar dissipation rate, and is related to the straining of flame. It is well known that a higher SDR results in flame quenching. The SDR is shown in Fig. 13 for various locations (x= 9.95, 20, 22.6, and 35.6 cm). Initially, the SDR has the highest value of 14, thereby indicating the thin flame structure at the upstream of the combustor. As the shear layer grows, the SDR decreases, showing the thick reaction zone in the middle of the combustor. Surprisingly, the SDR again reaches the highest value close to the wall at the combustor exit x = 35.6, indicating straining of the flame.

The FI graph with a positive value shows the premixed flame, while the negative value shows the diffusive flame. The FI plotted in Fig. 13 indicates that the combustion is mostly held in premixed condition rather than the diffusive (non-premixed) condition. The entire flame exhibits turbulent lifted flame drifting away from the lower wall of the combustor, indicating the unburned fuel and oxygen beneath and above the reaction zone.

### 5.5 Implications

Another important consideration is the three-dimensional (3-D) effect in turbulent flame/flow structures that alters the flow properties and causes discrepancies with the results of the 2-D simulation. This occurs because the side and the top wall boundary layer growth are unknown in 2-D.

An improvement is required in order to predict the accurate time-averaged properties of the reaction zone. The current numerical model under-predicts the peak in the static temperature and water concentration that implies incomplete combustion. As shown in many of the cited studies, simple RANS model predictions are generally in good agreement with the experimental data, whereas hybrid
RANS /LES predictions require improvements in order to better simulate experimental conditions. The discrepancy of under-prediction of the time-averaged temperature and water concentration is explained in Edwards et al. [31] as the effect of rapid mixing of colder reactants at larger turbulence length scales. Their study suggested the use of low diffusion models that could increase the local strain rate within a mesh cell, providing less sensitivity to fluctuating strain rates and thereby improving the time-averaged values. In the future, the use of different turbulence models, 3-D simulation, and chemical reaction mechanisms such as the University of Southern California (USC) and Dryer mechanism might overcome the numerical issues suggested by Edwards et al. [31].

6. Conclusion

LES using DES with a fifth-order oMLP for the Burrows and Kurkov combustor model was performed. Mesh refinement studies show that a minimum grid size of 541 x 391 is required for the required solution accuracy. Pre-ignition phenomena were noted by the use of an adiabatic wall condition. Time-averaged predictions seem to postulate some degree of disagreement with experimental data, especially in the temperature and species composition profile. Upon examination, the properties like mole fraction, total temperature and pitot pressure of the outer regions of the reaction zone are in good agreement with the experimental data whereas the discrepancy lies within the reaction zone. We assume that the reason for the dissimilarity is due to excluding the subgrid scale model, or is a result of selecting the chemical reaction mechanism of hydrogen-air. On the other hand, this effect is due to rapid mixing of colder fuel engulfed at the intermittent of large scale eddies. Adequate improvement to the current numerical model is required for attaining compatibility with the experimental profiles. The analysis of turbulent chemistry interactions was useful in understanding the turbulent flame structure, but the obtained profiles were different from previous studies that simulated the same case using hybrid RANS/LES with subgrid models.
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