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Abstract

From the year 2009, 3D Stereoscopic movies and TV have been spotlighted after the huge success of a movie called “AVATAR”. Moreover, most of 3D movies & contents are created by mixing real-life shots & virtual animated pictures, such as “Robocop 3”, “Transformer 4” as shown in 2014. However, the stereoscopic 3D video film shooting with a traditional stereoscopic rig camera system, takes much more time to set the rig system and adjust the system setting for proper film making which necessarily resulting in bigger cost. In fact, these problems have depreciated the success of Avatar as decreasing demand for 3D stereoscopic video shooting. In this paper, inherent problems of traditional stereoscopic rig camera system are analyzed, and as a solution for the problems, a novel implementations of single-lens optical stereoscopic 3D camera system is suggested. The new system can be implemented to a technology for separating two lights when even those lights passing through in the same optical axis. The system has advantages of adjusting the setting and taking video compared with traditional stereoscopic 3D rig systems. Furthermore, this system can acquire comfortable 3D stereoscopic video because of the good characteristics of geometrical errors. This paper will be discussed the single-lens stereoscopic 3D camera system using rolling shutters, it will be tested geometrical errors of this system. Lastly, other types of single lens stereoscopic 3D camera system are discussed to develop the promising future of this system.
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I. INTRODUCTION

Stereoscopy is a technique which applies the biological phenomenon that brain recomposes stereoscopic images which are occurred when two eyes with some distance watch one object and it’s called binocular disparity[1]. At this point, inter-ocular distance is a distance between two eyes and the distance is the major depth cue for depth perception. Two eyes focus and adjust the angle of eyeballs to obtain a clear vision as seeing an object. That procedure is called accommodation and convergence respectively[1]. When shooting a stereoscopic video, cameras is installed with inter-axial distance to make binocular disparity[2]. Thus, two cameras perform accommodation and convergence which are the same as what two eyes do. While showing stereoscopic videos to two eyes respectively using cameras, a brain recomposes stereoscopic images as if people actually watch an object directly for real and feels depth perception. A camera rig system consists of a slider bar and two cameras which are put on the bar and the distance and angles of cameras are controlled to take Stereoscopic 3D video.

The camera rig system has been a major equipment to shoot stereoscopic videos[3]. However, there are problems when accommodation and convergence are performed. The lenses of two camera have to be synchronized in accommodation and the whole angles of cameras have to be changed in convergence. The problems explained above interfere a perfect matching with two images and cause viewers to feel visual fatigue[2]. In chapter 2, inherent problems in traditional stereoscopic 3D camera systems will be analyzed. Single lens stereoscopic 3D camera has been proposed to resolve those problems[6]. One method which has one optical axis and uses mirrors to make binocular disparity is also suggested. However, it’s technically difficult to divide left and right images spatially having one optical path. Also, several electronic matters should be considered to synchronize left and right images. In chapter 3, pros and cons of single lens stereoscopic 3D camera are discussed and system realization depending on the number of image sensors is explained. To figure out characteristics of the embodied single lens stereoscopic 3D camera system, a suitable test procedure is necessary to evaluate performance of 3D cameras. In chapter 4, it is suggested that several evaluation items considering factors of single lens stereoscopic 3D camera system and what the test method is. Furthermore, the reason why subjective quality test is needed will be explained

II. INHERENT PROBLEMS IN TRADITIONAL STEREOSCOPIC 3D CAMERA SYSTEMS

Traditional rig system consists two cameras put on a parallel slider bar which can perform taking stereoscopic movies after alignment. The distance of two lenses optical-axis are separated as much as human eyes distance: 6.5cm[2]. When taking movies using large aperture lens or big cameras, it cannot be possible to put on the rig in parallel. A rig system that mounts at 90 degrees Cameras has been suggested to solve the problems. Fig. 1 shows various types of rig systems. Accommodation are performed in rig system, one lenses movement is should be synchronized with the other lens. Also heavy camera units should be moved at an angle to perform convergence. The traditional rig sys
TEM using two cameras and two lenses has inherent problems that are inevitable. More complicated problem is optical axis mismatch with lenses and image sensor. Optical axis error can be occurred when two cameras are same model and two lenses are the same. When two cameras and two lenses are zooming, this error is emphasized. Fig. 2 shows this type of problem. When two images are different, human’s brain chooses better quality image between two and then human perceives prior image. That is called retinal rivalry. When it’s repeated, viewers feel visual fatigue and are bothered to be immersed. So newly designed single lens stereoscopic camera system which has one optical-axis will be needed.

To satisfy those rules, the lights passing through lenses should be separated as much as the binocular disparity and be transmitted to an object lens and be transmitted to each image sensors using mirrors or prisms. To implement this system, the entrance of pupil of the refractive optical system has to be moved in front of the refractive optical system to reduce the size of the reflector using relay lens. Also each light should be passing through one optical pathway. However each light should not be mixed up with. Inherently, optical combiner/splitter are needed.

A suggested Temporal C/S is implemented with a rolling shutters. As shown Fig. 3, the rolling shutter is placed in front of the lenses and opened sequentially and closed to make the left and right images. Therefore, the image sensor can acquire the stereoscopic image. This method can be applied well when dividing the left image and right image in temporal domain. However, a mechanical devices including rolling shutters has to be designed very precisely. Moreover, the rolling shutter makes problems of vibration and noise. The noise and vibration can cause the motion...

III. IMPLEMENTATION FOR STEREOSCOPIC 3D CAMERA SYSTEM USING SINGLE LENS OPTICAL SYSTEMS.

As discussed above, single lens stereoscopic 3D camera systems has been suggested. To get better image acquisition, stereoscopic image should be acquired by some rules.

- The lens axes of the camera lenses are parallel.
- The distances between the two cameras, between the right and left images, and between the pupils are the same.
- The field angle of the camera lenses and the view angle of the image are the same.

Fig. 1. Various types of rig systems

Fig. 2. Optical axis and center of image sensor mismatch on zoom lens

Fig. 2. カメラレンズの光軸とイメージセンサの中心のズレ

Fig. 1. リグシステムの様々な種類

Fig. 2. オプティカルアックスのズレ
as the images in temporal domain are split. According to this, twice faster frame-rate are desired to acquire normal frame-rate and twice faster performance of cameras are also needed. However, it is need to doubled shutter speed so that it can not be achieved in diminished light environment commonly. This single lens system have many advantages compared with traditional rig system.

- Alignment: after factory alignment can be performed, further adjustment is almost not needed.
- Adjustment: Inter-axial distance and convergence are adjusted by changing angle of small mirrors.
- Optical-axis mismatch between image sensor and lens: each light can pass through just one optical pathway.

IV. A SUGGESTION ABOUT QUALITY TEST METHODS FOR NEWLY DESIGNED SINGLE LENS STEREOSCOPIC 3D CAMERA SYSTEM.

The traditional camera quality test contains numerous test items which are about color quality and sharpness, distortion. Especially stereoscopic 3D image is consist of two consecutive frames, geometric error can be calculated by comparing two frames. So some test items are added to the traditional camera quality test for stereoscopic 3D camera.

- Alignment error
- Keystone distortion.
- Size error
- Rotational error

This test item represents geometric errors on stereoscopic 3D camera. Following this test items are described in Table 1. A test for single lens stereoscopic camera using the previous Rolling Shutter had been taken with the test items...
The following is the method of a test. As shown in Fig. 4, single lens system is set up to a camera which has zoom lens. The camera can take HD videos which has Fig. 3. Single lens stereoscopic camera with temporal domain C/S using rolling shutters 1080 pixels of horizontal resolution with 60 interlace mode. The view angle of the camera is 7.8mm-164mm. The central axes of the camera and a target board are matched precisely and the video is taken with the distance of 3M, 2M, 1.5M. To obtain images for the test, the camera captures videos by zooming in on each of three circles which have different sizes on the target board. The pattern of target board is shown in Fig. 5.

After taking videos, each right and left images is sorted to even and odd field and saved as static image files. As the resolution of the saved images are halved, interpolation is conducted to obtain twice larger horizontal resolution. As shown in Fig. 6, the final resulting images is comprised of right and left images with 1920X1080 resolution in one display. To test items of Fig. 7, errors between image layers are measured with a graphic tool by the unit of 1/100 sub-pixel. Finally, the measured items are converted to result values according to the equation of Table. 1. Table 2 and Table 3 show the end result and average end result respectively.
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**Fig. 5. The figure of target chart**

![Diagram](image)

**Fig. 6. The test image captured from stereoscopic videos**

### Table 1. Equations

<table>
<thead>
<tr>
<th>Test Items</th>
<th>Equations</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keystone distortion (R/L)</td>
<td>( \frac{</td>
<td>h_1 - h_2</td>
</tr>
<tr>
<td>Alignment error</td>
<td>( \frac{A}{H} \times 100 )</td>
<td>%</td>
</tr>
<tr>
<td>Size error</td>
<td>( \frac{</td>
<td>D_1 - D_2</td>
</tr>
<tr>
<td>Rotational error</td>
<td>( A )</td>
<td>deg(°)</td>
</tr>
</tbody>
</table>
Table 2. The Result of each items error

<table>
<thead>
<tr>
<th>Test Items</th>
<th>Keystone (R-%)</th>
<th>Keystone (L-%)</th>
<th>Alignment(%)</th>
<th>Size (%)</th>
<th>Rotational (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3M/1</td>
<td>0.37</td>
<td>1.10</td>
<td>0.23</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>3M/2</td>
<td>0.18</td>
<td>0.86</td>
<td>0.28</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3M/3</td>
<td>0.10</td>
<td>0.03</td>
<td>0.42</td>
<td>0.47</td>
<td>0.25</td>
</tr>
<tr>
<td>2M/1</td>
<td>0.42</td>
<td>1.24</td>
<td>0.14</td>
<td>0.35</td>
<td>0.19</td>
</tr>
<tr>
<td>2M/2</td>
<td>0.16</td>
<td>0.94</td>
<td>0.09</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>2M/3</td>
<td>0.28</td>
<td>0.26</td>
<td>0.19</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.5M/1</td>
<td>2.28</td>
<td>0.88</td>
<td>0.21</td>
<td>0.23</td>
<td>0.12</td>
</tr>
<tr>
<td>1.5M/2</td>
<td>1.23</td>
<td>0.59</td>
<td>0.19</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>1.5M/3</td>
<td>0.88</td>
<td>0.05</td>
<td>0.19</td>
<td>0.47</td>
<td>0.25</td>
</tr>
</tbody>
</table>

The most notable result is that there were less than average 1% errors occurred in most test items even though it was taken with various view-angles and distances. Furthermore, the test drew that Single lens stereoscopic 3D camera system contributes to complete the test faster comparing to the previous rig system requires much time to set up such as aligning.

Table 3. Total results(average)

<table>
<thead>
<tr>
<th></th>
<th>Total Result (average)</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keystone (R-%)</td>
<td>0.66</td>
<td>%</td>
</tr>
<tr>
<td>Keystone (L-%)</td>
<td>0.66</td>
<td>%</td>
</tr>
<tr>
<td>Alignment(%)</td>
<td>0.21</td>
<td>%</td>
</tr>
<tr>
<td>Size (%)</td>
<td>0.20</td>
<td>%</td>
</tr>
<tr>
<td>Rotational (deg)</td>
<td>0.98</td>
<td>deg(°)</td>
</tr>
</tbody>
</table>

The tested camera is a prototype using rolling shutters. However, the test results are promising good qualities on stereoscopic 3D camera system, though human factor are not considered on this test result. So, subjective quality test will be needed for stereoscopic 3D camera system[4].

V. FUTURE WORKS

Temporal C/S with rolling shutter has a numerous advantages comparing to the other traditional rig systems, As the rolling shutter system has many problems, advanced Temporal C/S which doesn't require mechanical shutters are designed to overcome those problems. As shown Fig. 8 The devices above are adopted a Liquid Crystal shutters which can control opacity by electric signals instead of using rolling shutters with high rotation speed rate. This method is robust to noise and vibration which are caused...
by mechanical devices. Nevertheless, reduced temporal resolution and shutter speed are still remained as a problem. Also, total intensity of light are reduced in half when a light passing through the Liquid Crystal Shutters.

A Spatial C/S has been suggested to overcome the obstacles explained above. The Spatial C/S can be multiplexing left and right images by using polarization of lights. Fig. 9 is shown more detailed structure. The left and right entrance can filter light through polarization filters. In a general case, two lights are mixed or interfered with each other when two different light passed through in same optical axis. However, the two lights can not be mixed or interfered by using polarizing filters. After two different lights are passed to optical lenses when zooming or focusing, the lights are transferred straightly to each left and right image sensors by polarizing filters. Two view images can be acquired at the same time by using this method.

The Temporal C/S reduced temporal resolution. In a case of 3D display using Shutter Glasses, using Temporal C/S gives more natural images if time synchronization is well performed. The quantity of light is reduced in half when applying Spatial C/S. That's because the light is passed through the polarization filter and integrated. However, there's an advantage of resolution for the reason both the temporal and spatial resolution reduced. Thus, using Polarized glasses is suitable for the Spatial method when watching 3D. Fig. 10. shows a comparison with spatial and temporal C/S's sequences.

```
Fig. 9. Single lens stereoscopic camera with spatial domain C/S using polarizing filters

Fig. 10. The Sequences of Spatial and Temporal C/S a) Spatial, b) Temporal
```

V. CONCLUSION.

In this paper, a single lens stereoscopic camera was introduced and compared to the traditional two-camera rig system. This new camera system has temporal domain optical combiner and splitter using a rolling (rotating) shutter. Since this new system utilizes only one main camera lens
for left and right light source, it is inherent to have a good focusing and zooming picture quality. Inevitably, traditional stereoscopic 3D camera (rig) system having two optical axes causes viewers to have visual fatigue and it leads to the limitation of broad distribution of 3D contents. As shown in this paper, one optical axis system can be a solution for visual fatigue. Also various quality tests proved that suggested single lens stereoscopic camera system is more suitable for UHD (4K and 8K) stereoscopic 3D.

Also two more advanced structures are introduced for the future work. Both structures have different optical combiner and splitter (C/S). The first one is with temporal domain combiner with two set of LCD shutters instead of a rotating shutter. And the other one is with spatial domain combiner and splitter without any shutters, however, it requires two CCD (or CMOS) sensors on the back. All of these proposed structures are with one main camera lens which are immune to have focusing and zooming problems.
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