AN IMPROVED ADDITIVE MODEL FOR RELIABILITY ANALYSIS OF SOFTWARE WITH MODULAR STRUCTURE†
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Abstract. Most of the software reliability models are based on black box approach and these models consider the entire software system as a single unit. Present day software development process has changed a lot. In present scenario these models may not give better results. To overcome this problem an improved additive model has been proposed in this paper, to estimate the reliability of software with modular structure. Also the concept of imperfect debugging has been also considered. A maximum likelihood estimation technique has been used for estimating the model parameters. Comparison has been made with an existing model. \(\chi^2\) goodness of fit has been used for model fitting. The proposed model has been validated using real data.
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1. Introduction

With the growing use of computers in various critical areas, the demand of highly reliable software is increasing day by day. To measure the reliability of a software many software reliability models have been developed depending on different aspects of software development process like: perfect debugging, imperfect debugging, immediate removal of faults, effect of learning process etc [15, 17, 18, 21]. In all these models, software systems have been considered as a single unit and its behavior with the outside world has been modeled without considering its internal structure. This approach of modeling is black box based [4]. In this approach most of the models have been developed based on failure nature observed during testing phase. Assuming some probability distribution for past
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failure data, researchers used to model the future failure behavior of the software and estimate number of faults remaining in a software, its reliability, etc. Nowadays with the advancement and widespread use of object-oriented design techniques the component-based software development is increasing. Commercially available off-the-shelf (COTS) components can be developed in house, or can be developed contractually. This reflects the fact that, in present days softwares are developed in more heterogeneous fashion, i.e., it is developed by multiple teams in different environments. Therefore, black-box approach for developing software reliability models may not produce good results. Thus, predicting reliability of the software in its early life cycle, i.e., design phase is very much essential. This is only possible by using architectural-based software reliability estimation technique.

Architecture of a software represents the manner in which the different components, i.e., modules of a software interact. The interaction between the components takes place through transition, i.e., through transfer of execution control. The architecture may also include information about the execution of each component. One must model the interaction of all components under architecture-based approach. The failure behavior of each component and their interfaces is specified in terms of reliability and failure intensities (either constant or time dependent). One can estimate the reliability of software by superimposing the failure behavior on architecture-based model. The earliest software reliability model based on component utilization and their reliability has been proposed by Cheung [2]. Till date many researchers have proposed various architecture-based models [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 19, 20]. Depending on the method of superimposition of the failure behavior on architecture of a software, architecture-based software reliability modeling technique can be classified in three categories [8]: (i) state-based modeling, (ii) path-based modeling, and (iii) additive models. In this paper, an improved architecture-based software reliability model has been proposed, which falls under category (iii).

In additive models the failure behavior of each component can be modeled using some stochastic process such as non-homogeneous Poisson process (NHPP). Therefore, the system failure process also follows NHPP. Also, in these category models it has been assumed that, cumulative failures and failure intensity function of the system is the sum of the corresponding functions of each subsystem. Xie & Wohlin [20] has proposed an additive model, considering the fact that failure process of each subsystem follows a log-power model [22]. They have considered the debugging process as perfect and used linear regression technique to estimate the model parameters. The main drawback of this model is the assumption of perfect debugging. Entire software development process is human dependent. Therefore, while debugging a software one can introduce new errors in the software. Also, as learning of test personnel increases about a software, the failure detection rate increases. This is more realistic situation than perfect debugging. In this paper, a modified additive model based on NHPP
has been proposed considering imperfect debugging and increasing failure detection rate. The paper is organized as follows: Section 2 presents the proposed model. Section 3 presents the results and comparison. Finally conclusion has been presented in Section 4.

2. Proposed Additive Model

In this section an improved component based additive model has been proposed. Any software is composed of various subsystems. For large software system it is a common practice to test these subsystems independently. Since failure of any subsystem will be treated as a software system failure, the software system can be considered as a series system. Therefore, a weighted additive model has been considered here. Based on these assumptions the system failure intensity $\lambda_s(t)$ can be modeled as

$$\lambda_s(t) = \sum_{i=1}^{n} w_i \lambda_i = w_1 \lambda_1(t) + w_2 \lambda_2(t) + \cdots + w_n \lambda_n(t), \quad (1)$$

where $\lambda_i(t)$ is the failure intensity of each component, i.e., module of a software.

Hence, the expected (mean) number of failures of software system $m_s(t)$ will be also an additive one, i.e.,

$$m_s(t) = \sum_{i=1}^{n} w_i m_i = w_1 m_1(t) + w_2 m_2(t) + \cdots + w_n m_n(t), \quad (2)$$

where $w_i$ are weights ($i = 1, 2, \cdots, n$) based on the frequency of execution of each component and $m_i(t)$ is the expected numbers of failures of each component, i.e., module of a software. The failure intensity $\lambda_i(t)$ and expected number of failures $m_i(t)$ are related by the equation:

$$\frac{d}{dt} m_i(t) = \lambda_i(t) \quad (3)$$

Weighted additive model is more logical because frequency of each component being executed affects over all system reliability [14]. The weights $w_1, w_2, \cdots, w_n$ can be obtained based on the architecture of the software. In architecture based approach all the paths of a software are considered. Each path consists of some modules (i.e., components). In a particular path all the modules are related, and this is due to the interfacing between them. Execution of software for various inputs means execution of different paths. For each run, the execution path is specified in terms of the sequence of components. Hence, a software has series structure. For simplicity it is assumed that components, i.e., modules along a path functions independently. Therefore, the reliability of each path can be calculated using the following equation

$$R_p = \prod_{i=1}^{n} R_i, \quad i = 1, 2, \cdots, n, \quad (4)$$
where $R_p$ is the reliability of each path, $R_i$ is the reliability of each component, i.e., module in a path. Reliability $R_i$ of each component $i$ can be calculated using the equation

$$R_i(t) = e^{-\int_0^t \lambda_i(t) \, dt}. \quad (5)$$

Here it is considered that, each component behaves independently which may not be true always in reality.

Also, in this paper it has been assumed that failure phenomenon of each component follows NHPP. Hence, the system failure process defined as the sum of all failure process will also follow a NHPP, with the mean value function as the sum of underlying mean value function given in equation (2). NHPP model in the area of software reliability was first proposed by Goel & Okumoto [3] and later various NHPP models have been developed considering perfect and imperfect debugging [18].

Goel-Okumoto assumed that, the counting process $N(t), t \geq 0$ represents the cumulative number of failures by time $t$ follows NHPP with mean value function $m(t)$.

Therefore,

$$Prob(N(t) = n) = \frac{e^{-m(t)}(m(t))^n}{n!}, \quad n = 0, 1, 2, \ldots \quad (6)$$

According to Goel-Okumoto the failure intensity $\lambda_t$ is proportional to remaining number of faults. Thus $m_t$ can be obtained by solving the differential equation

$$\lambda(t) = \frac{dm(t)}{dt} = b(a - m(t)) \quad (7)$$

and

$$m(t) = \int_0^t \lambda(t) \, dt. \quad (8)$$

where $a$ is the initial number of faults present in the software to be detected eventually, $b$ is the failure detection rate.

2.1. Assumptions of the Proposed Model. The proposed model is based on the following assumptions

(i) Failure removal process of a software follows NHPP.

(ii) Software system as well as each component of a software is subject to failure at random time caused by remaining faults.

(iii) the software debugging process is imperfect. Hence, failure detection rate $b$ initially decreases and then increases with time as learning increases.
Thus, failure detection rate \( b_i(t) \) for each component \( i \), will be a function of time as follows

\[
b_i(t) = b_i(t)^k, \quad 0 < k \leq 1
\]  

(9)

where \( b_i \) and \( k \) are constant. Here for the sake of simplicity, the number of errors eventually detected ‘\( a \)’ has been considered as constant.

(iv) The software system failure intensity \( \lambda_s \) is weighted sum of failure intensity \( \lambda_i(t) \) of each component \( i \), i.e.,

\[
\lambda_s(t) = \sum_{i=1}^{n} w_i \lambda_i = w_1 \lambda_1(t) + w_2 \lambda_2(t) + \cdots + w_n \lambda_n(t),
\]  

(10)

(v) The expected number of failures \( m_s(t) \) of the software system is also a weighted sum of expected number of failures \( m_i(t) \) of each component \( i \), i.e.,

\[
m_s(t) = \sum_{i=1}^{n} w_i m_i = w_1 m_1(t) + w_2 m_2(t) + \cdots + w_n m_n(t),
\]  

(11)

Based on the above assumptions the mean value function and failure intensity for each component of the proposed model is

\[
m_i(t) = a_i (1 - e^{-\frac{b_i t^{k+1}}{k+1}})
\]  

and

\[
\lambda_i(t) = a_i b_i t^k e^{-\frac{b_i t^{k+1}}{k+1}}
\]  

(13)

The conditional reliability \( R_i(x|t) \) for each component can be obtained by solving the equation

\[
R_i(x|t) = e^{-[m_i(t+x)-m_i(t)]}
\]  

(14)

Though in the proposed model a weighted sum of failure intensity \( \lambda_i(t) \) and expected number of failures \( m_i(t) \) has been considered, but no data is available on the frequency of execution of each subsystem. Therefore, in this case the weights of each component has been considered as one, i.e., \( w_i = 1 \) for \( i = 1, 2, \cdots, n \).

2.2. Parameter Estimation. The parameters of the proposed model have been estimated using maximum likelihood estimation (MLE) technique given in [18]. The log likelihood function (LLF) is defined as

\[
LLF = \sum_{i=1}^{n} (y_i - y_{i-1}) \log[m(t_i) - m(t_{i-1})] - m(t_n)
\]  

(15)

and maximum likelihood equation for estimating the unknown parameter \( \theta \) is given by

\[
\sum_{i=1}^{n} \frac{\partial}{\partial \theta_i} m(t_i) - \frac{\partial}{\partial \theta_i} m(t_{i-1}) (y_i - y_{i-1}) = \frac{\partial}{\partial \theta_i} m(t_n) = 0
\]  

(16)
where \( y_i \) represents failure corresponding to each time \( t_i, i = 1, 2, \ldots, n \). Here, the unknown parameters are the number of failures \( a_i \) and failure detection rate \( b_i \) of each component \( i \). The parameters \( a_i \) and \( b_i \) of the proposed model have been estimated using MLE technique given in equation (15) and (16). MLE equations derived using equation (16) has been solved by numerical technique Newton Raphson method. MATLAB software has been used for solving MLE equations.

3. Model Validation and Comparison

In this Section model validation and comparison has been carried out.

3.1. Model Validation. The proposed model has been validated using the failure data of a large communication software given in [20]. The data set has been given in Table 1. The software consists of two components. The subsystem 2 has been introduced in the system at time \( t = 23 \) months. During the time \( t = 25 \) to \( t = 30 \) months the subsystem 2 shows high failure where as subsystem 1 has shown very less failure during the same period. Due to this reason it is difficult to fit a model which can give a very accurate prediction. The failure data has been normalized by taking the log transformation and then it has been used to estimate the parameters. The estimated values of model parameters for subsystem 1 and 2 are \( a_1 = 195, a_2 = 237, b_1 = 0.0808 \) and \( b_2 = 0.0780 \). The actual number of error present in subsystem 1 and subsystem 2 are 198 and 234 respectively. The reason of such a difference has been described earlier. The

<table>
<thead>
<tr>
<th>Month</th>
<th>Sub-System 1</th>
<th>Sub-System 2</th>
<th>System</th>
<th>Month</th>
<th>Sub-System 1</th>
<th>Sub-System 2</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>NA</td>
<td>2</td>
<td>16</td>
<td>1</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>NA</td>
<td>11</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>NA</td>
<td>18</td>
<td>10</td>
<td>12</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>NA</td>
<td>10</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>NA</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>NA</td>
<td>4</td>
<td>28</td>
<td>12</td>
<td>12</td>
<td>28</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>NA</td>
<td>28</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>NA</td>
<td>6</td>
<td>7</td>
<td>12</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>NA</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>NA</td>
<td>7</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>15</td>
<td>12</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>16</td>
<td>12</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>17</td>
<td>12</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>12</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>20</td>
<td>12</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>21</td>
<td>12</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>22</td>
<td>12</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>23</td>
<td>12</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>24</td>
<td>12</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>12</td>
<td>12</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 1: Software Failure data
An Improved Additive Model for Reliability Analysis of Software

The final expression of $m(t)$ for subsystem 1, 2 and the software system is given in the following Eq.17, Eq.18 and Eq.19 respectively:

$$m_1(t) = a_1(1 - e^{-\frac{b_1}{k+1} t}) \quad (17)$$

$$m_2(t) = a_2(1 - e^{-\frac{b_2}{k+1} t}) \quad (18)$$

$$m(t) = \begin{cases} 
  a_1(1 - e^{-\frac{b_1}{k+1} t}), & 0 < t < 23, \\
  a_1(1 - e^{-\frac{b_1}{k+1} t}) + a_2(1 - e^{-\frac{b_2}{k+1} t}), & t \geq 23 
\end{cases} \quad (19)$$

The graphs between actual and predicted errors for subsystem 1, 2 and software system are plotted in Fig. 1, 2 and 3.

**Fig. 1.** Prediction graph of Subsystem 1

**Fig. 2.** Prediction graph of Subsystem 2

**Fig. 3.** Prediction graph of the whole system
3.2. Comparison. Here the proposed model has been compared with additive model given in [20]. Akaike information criterion (AIC), root mean squarer error (RMSE) has been used for comparison. \( \chi^2 \) goodness of fitness has been used for model fitting. The AIC value has been calculated using the formula given in [1] as follows

\[
AIC = \frac{-2 \ln(\text{maximum likelihood}) + 2r}{n} \approx 2\sigma^2 + \frac{2}{n}
\]  

(20)

where \( r \) is the number of parameters, \( n \) is the total data points and \( \sigma^2 \) is the error variance. The RMSE has been calculated using the formula

\[
RMSE = \sqrt{\frac{\sum_{j=1}^{n}(y_j - \hat{y}_j)^2}{n}}
\]

(21)

where \( y_j \) denotes the original failure given in the data set and \( \hat{y}_j \) is the predicted failure at the time points \( j (j = 1, 2, \cdots, n) \).

The \( \chi^2 \) goodness of fit has been computed as

\[
\chi^2 = \sum_{i=1}^{n} \frac{(f_0(i) - f_e(i))^2}{f_e(i)}
\]

(22)

where \( f_0(i), f_e(i) \) represents actual and predicted faults respectively.

The computed values of AIC and RMSE in Table 2 are compiled in Table 2.

<table>
<thead>
<tr>
<th>Models</th>
<th>AIC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additive Model by Xie &amp; Wohlin [20]</td>
<td>9.5922</td>
<td>140.2860</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>8.2589</td>
<td>84.0898</td>
</tr>
</tbody>
</table>

The computed values of AIC and RMSE in Table 2 shows that the proposed model performs better than the model given in [20]. The computed \( \chi^2 \) goodness of fit at 1% level of significance for proposed model is 10.6 whereas the tabulated value is 74.90. Hence the proposed model is accepted at 1% level of significance.

4. Conclusion

This paper proposes an improved additive model for estimating reliability of a software with modular structure. The important feature of this paper is the introduction of the concept of imperfect debugging and time dependent error detection rate. The proposed model is more realistic and will be very useful for software reliability analysis. There is a further scope of improvement in the model with time dependent error introduction rate. Also, one can try with different error detection and introduction rate for different components to get better results. The proposed model can further be improved by considering dependency between different software modules. The proposed model will be helpful
for reliability professionals who are interested in architecture based analysis for software. The model can also be used for software consisting of more modules.
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