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ABSTRACT. In this paper, we have considered a class of constrained non-smooth multiobjective fractional programming problem involving support functions under generalized convexity. Also, second order Mond Weir type dual and Schaible type dual are discussed and various weak, strong and strict converse duality results are derived under generalized class of second order \((F, \alpha, \rho, d)\)-V-type I functions. Also, we have illustrated through non-trivial examples that class of second order \((F, \alpha, \rho, d)\)-V-type I functions extends the definitions of generalized convexity appeared in the literature.
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1. Introduction

Investigation on sufficiency and duality results in the fractional optimization problems with multiple-objective functions has been one of the most attracting topics in the recent past. Schaible and Ibaraki [22] and Craven [2] have given many direct and indirect applications of fractional programming problems. In general, a fractional programming problem is non-convex. Therefore various generalizations of convexity notions have been proposed by many authors. Hanson and Mond [9] introduced \(F\)-convex functions which were generalized to \((F, \rho)\) convex functions by Preda [21]. Liang et al. [15, 16] introduced a unified formulation of generalized convex functions, called \((F, \alpha, \rho, d)\) convex functions and obtained sufficient optimality conditions and duality results of the single-objective and multiobjective fractional programming problem. Hachimi and Aghezzaf [6] gave the concept of \((F, \alpha, \rho, d)\) type I functions which were further generalized to \((F, \alpha, \rho, d)\)-V-type I functions by Gulati et al. [5].
Second order duality provides tighter bounds for the value of objective function of the primal problem when approximations are used because there are more parameters involved and therefore we apply second order duality to get a lower bound of the value of the primal when first order duality does not apply. Mangasarian [17] first formulated the second order dual for a nonlinear programming problem by introducing an additional vector \( p \in \mathbb{R}^n \). Instead of imposing explicit conditions on \( p \), Mond [19] included \( p \) in a second order type convexity. Hanson [8] defined second order invexity for differentiable functions which were extended to second order pseudo type I, quasi type I by Mishra [18] and second order \((F, \rho, \sigma)\)-type I functions by Srivastava and Govil [24]. Hachimi and Aghezzaf [7] introduced second order \((F, \alpha, \rho, p, d)\) type I functions which were extended to second order \((F, \alpha, \rho, d)\)-V-type I functions by Gulati and Agarwal [4]. Further, Husain et al. [12] discussed two types of second order dual models and derived various duality results for a class of nondifferentiable minimax programming problem under generalized convexity assumptions.

For nondifferentiable programs, Zhang and Mond [25] discussed duality results under generalized invexity. Ahmad et al. [1] obtained duality results under generalized second order \((F, \alpha, \rho, d)\) convex functions for fractional programming problem involving positive semi-definite symmetric matrices. Jayswal et al. [13] obtained duality results for second order Mangasarian type and general Mond-Weir type duals assuming the objective and constraint functions to be second order \((F, \alpha, \rho, d)\)-V-type I functions for a nondifferentiable multiobjective programming problem. Recently, sufficient optimality conditions and duality theorems are derived for three type of dual models related to multiobjective fractional programming problem involving \([p, r) - \rho - (\eta, \theta)\) invex functions by Jayswal et al. [14].

In this paper, we have considered a multiobjective fractional programming problem in which support function appears in the numerator and denominator of the objective function and in each constraint. Also, the second order Mond-Weir type dual and Schaible type dual are formulated and various weak, strong and strict converse duality theorems under generalized class of second order \((F, \alpha, \rho, d)\)-V-type I functions are established.

2. Preliminaries and Definitions

The following convention of vectors in \( \mathbb{R}^n \) will be followed throughout this paper: For \( x, y \in \mathbb{R}^n \), \( x \geq y \Leftrightarrow x_i \geq y_i \); \( x \geq y \Leftrightarrow x \geq y, x \neq y \); \( x > y \Leftrightarrow x_i > y_i \), \( i = 1, 2, \ldots, n \). Let \( D \) be a non-empty subset of \( \mathbb{R}^n \).

Consider the multiobjective programming problem:

\[
\text{(MP)} \quad \text{Minimize } f(x) \text{ subject to } h(x) \leq 0,
\]

where \( x \in D, X = \{ x \in D : h(x) \leq 0 \} \) be the set of feasible solutions of \( (\text{MP}) \). Also, \( f : D \to \mathbb{R}^k \) and \( h : D \to \mathbb{R}^m \) are second order differentiable functions.

**Definition 2.1** ([20]). Let \( C \) be a compact convex set in \( \mathbb{R}^n \). The support function of \( C \) at \( x \in \mathbb{R}^n \) is \( S(x|C) = \max \{ x^T y : y \in C \} \).
The subdifferential of $S(y|C)$ is given by $\partial S(y|C) = \{ z \in C : z^Ty = S(y|C) \}$. For any set $A \subseteq \mathbb{R}^n$, the normal cone to $A$ at any point $x \in A$ is $N_A(x) = \{ y \in \mathbb{R}^n : y^T(z-x) \leq 0, \forall z \in A \}$. Also $y \in N_C(x)$ iff $S(y|C) = x^Ty$.

**Definition 2.2.** A functional $F : D \times D \times \mathbb{R}^n \to \mathbb{R}$ is said to be sublinear in the third variable if for any $x, u \in D \subseteq \mathbb{R}^n$,

$$F(x,u; a_1 + a_2) \leq F(x,u; a_1) + F(x,u; a_2), \forall a_1, a_2 \in \mathbb{R}^n,$$

$$F(x,u; \alpha a) = \alpha F(x,u;a), \forall \alpha \in \mathbb{R}, \alpha \geq 0, \forall a \in \mathbb{R}^n.$$

Let the functions $f = (f_1, \ldots, f_k) : D \to \mathbb{R}^k$ and $h = (h_1, \ldots, h_m) : D \to \mathbb{R}^m$ are second order differentiable at $u \in D$. Also, let $\alpha, \tilde{\alpha}$ are the vectors in $\mathbb{R}^{k+m}$ whose components are the functions $\alpha_i^1, \alpha_i^2 : X \times D \to R_+ \setminus \{0\}$ and $\tilde{\alpha}_i^1, \tilde{\alpha}_i^2 : X \times D \to \mathbb{R}_+ \setminus \{0\}$ respectively for $i = \overline{1,k}, j = \overline{1,m}$, while $\rho = (\rho_1^1, \ldots, \rho_1^m, \rho_2^1, \ldots, \rho_m^2) \in \mathbb{R}^{k+m}$ and $\tilde{\rho} \in \mathbb{R}^2$ whose components are in $\mathbb{R}$ and function $d((.,.)) : X \times D \to \mathbb{R}_+$ with the property that $d(x,y) = 0 \iff x = y$.

**Definition 2.3** ([4]). $(f,h)$ is said to be second order $(F,\alpha, \rho, d)$-V-type I function at $u \in D$ w.r.t. $p,q \in \mathbb{R}^n$ if for all $x \in X$ and $i = \overline{1,k}, j = \overline{1,m}$:

$$f_i(x) - f_i(u) + \frac{1}{2}p^T \nabla^2 f_i(u)p \geq F(x,u; \alpha_i^1(x,u)(\nabla f_i(u) + \nabla^2 f_i(u)p)) + \rho_i^1 d_i^2(x,u)$$

$$-h_j(u) + \frac{1}{2}q^T \nabla^2 h_j(u)q \geq F(x,u; \alpha_j^2(x,u)(\nabla h_j(u) + \nabla^2 h_j(u)q)) + \rho_j^2 d_j^2(x,u)$$

If the inequalities in $f_i$ are strict (whenever $x \neq u$), then $(f,h)$ is said to be second order semi-strictly $(F,\alpha, \rho, d)$-V-type I function at $u$.

**Remark 2.1.**

(i) If we take $\alpha_i^1(x,u) = \alpha^1(x,u)$; $\alpha_i^2(x,u) = \alpha^2(x,u)$ for all $i = \overline{1,k}; j = \overline{1,m}$, the above definitions become that of second order $(F,\alpha, \rho, d)$-type I function introduced by Hachimi and Aghezzaf [7].

(ii) If $\alpha_i^1(x,u) = \alpha_i^2(x,u) = 1$ for all $i = \overline{1,k}; j = \overline{1,m}$, we get definition of second order $(F,\rho, \sigma)$-type I by Srivastava and Govil [24] and second order $(F,\rho_i)$ convex and second order $(F,\sigma_j)$ convex functions by Srivastava and Bhatia [23].

(iii) If in the above definition, we take $p,q = 0$, then the above definition reduce to that of $(F,\alpha, \rho, d)$-V-type I function given by Gulati et al. [5].

(iv) If $\alpha_i^1(x,u) = \alpha^1(x,u)$; $\alpha_i^2(x,u) = \alpha^2(x,u)$ for all $i = \overline{1,k}; j = \overline{1,m}$, and $p,q = 0$, then we get the definition of $(F,\alpha, \rho, d)$-type I function introduced by Hachimi and Aghezzaf [6].

(v) If sublinear functional is defined as $F(x,u; a) = \eta(x, u)^T a$ where $a \in \mathbb{R}^n$ and $\eta(x, u) : X \times D \to \mathbb{R}^n$ is a vector function and $\rho_i^1 = \rho_i^2 = 0$ for all $i = \overline{1,k}; j = \overline{1,m}$ and $p,q = 0$, then above definition reduces to V-type I function (Hanson et al. [10]).
Definition 2.4 ([4]). \((f, h)\) is said to be second order quasi \((F, \tilde{\alpha}, \tilde{\rho}, d)\)-V-type I function at \(u \in D\) w.r.t. \(p, q \in \mathbb{R}^m\) if for all \(x \in X\) and \(i = 1, k, j = 1, m:\)
\[
\sum_{i=1}^{k} \tilde{\alpha}_i^1(x, u) \left( f_i(x) - f_i(u) + \frac{1}{2} p^T \nabla^2 f_i(u) p \right) \leq 0
\]

\[
\Rightarrow F \left( x, u; \sum_{i=1}^{k} \nabla f_i(u) + \nabla^2 f_i(u) p \right) \leq -\tilde{\rho}^1 d^2(x, u)
\]

\[
\sum_{j=1}^{m} \tilde{\alpha}_j^2(x, u) \left( -h_j(u) + \frac{1}{2} q^T \nabla^2 h_j(u) q \right) \leq 0
\]

\[
\Rightarrow F \left( x, u; \sum_{j=1}^{m} \nabla h_j(u) + \nabla^2 h_j(u) q \right) \leq -\tilde{\rho}^2 d^2(x, u)
\]

If the second (implied) inequality in \(f\) is strict (whenever \(x \neq u\)), then \((f, h)\) is said to be second order semi-strictly quasi \((F, \tilde{\alpha}, \tilde{\rho}, d)\)-V-type I function at \(u\).

Definition 2.5 ([4]). \((f, h)\) is said to be second order pseudo \((F, \tilde{\alpha}, \tilde{\rho}, d)\)-V-type I function at \(u \in D\) w.r.t. \(p, q \in \mathbb{R}^m\) if for all \(x \in X\) and \(i = 1, k, j = 1, m:\)
\[
F \left( x, u; \sum_{i=1}^{k} \nabla f_i(u) + \nabla^2 f_i(u) p \right) \geq -\tilde{\rho}^1 d^2(x, u)
\]

\[
\Rightarrow \sum_{i=1}^{k} \tilde{\alpha}_i^1(x, u) \left( f_i(x) - f_i(u) + \frac{1}{2} p^T \nabla^2 f_i(u) p \right) \geq 0
\]

\[
F \left( x, u; \sum_{j=1}^{m} \nabla h_j(u) + \nabla^2 h_j(u) q \right) \geq -\tilde{\rho}^2 d^2(x, u)
\]

\[
\Rightarrow \sum_{j=1}^{m} \tilde{\alpha}_j^2(x, u) \left( -h_j(u) + \frac{1}{2} q^T \nabla^2 h_j(u) q \right) \geq 0
\]

If the second (implied) inequality in \(f\) (resp. \(h\)) is strict (whenever \(x \neq u\)), then \((f, h)\) is said to be second order semi-strictly pseudo \((F, \tilde{\alpha}, \tilde{\rho}, d)\)-V-type I function in \(f\) (resp. \(h\)) and if the second (implied) inequality in both \(f\) and \(h\) are strict (whenever \(x \neq u\)), then \((f, h)\) is said to be second order strictly pseudo \((F, \tilde{\alpha}, \tilde{\rho}, d)\)-V-type I function at \(u\).

Definition 2.6 ([4]). \((f, h)\) is said to be second order quasipseudo \((F, \tilde{\alpha}, \tilde{\rho}, d)\)-V-type I function at \(u \in D\) w.r.t. \(p, q \in \mathbb{R}^m\) if for all \(x \in X\) and \(i = 1, k, j = 1, m:\)
\[
\sum_{i=1}^{k} \tilde{\alpha}_i^1(x, u) \left( f_i(x) - f_i(u) + \frac{1}{2} p^T \nabla^2 f_i(u) p \right) \leq 0
\]

\[
\Rightarrow F \left( x, u; \sum_{i=1}^{k} \nabla f_i(u) + \nabla^2 f_i(u) p \right) \leq -\tilde{\rho}^1 d^2(x, u)
\]

\[
F \left( x, u; \sum_{j=1}^{m} \nabla h_j(u) + \nabla^2 h_j(u) q \right) \geq -\tilde{\rho}^2 d^2(x, u)
\]

\[
\Rightarrow \sum_{j=1}^{m} \tilde{\alpha}_j^2(x, u) \left( -h_j(u) + \frac{1}{2} q^T \nabla^2 h_j(u) q \right) \geq 0
\]
If the second (implied) inequality in $h$ is strict (whenever $x \neq u$), then $(f, h)$ is said to be second order quasi strictly pseudo $(F, \tilde{\alpha}, \tilde{\rho}, d)$-V-type I function at $u$.

**Definition 2.7** ([4]). $(f, h)$ is said to be second order pseudoquasi $(F, \tilde{\alpha}, \tilde{\rho}, d)$-V-type I function at $u \in D$ w.r.t. $p, q \in R^n$ if for all $x \in X$ and $i = 1, k, j = 1, m$:

$$F(x, u; \sum_{i=1}^{n} \nabla f_i(u) + \nabla^2 f_i(u)p) \geq -\tilde{\rho}_1^2 d^2(x, u)$$

$$= \sum_{i=1}^{n} \alpha_i^1(x, u) (f_i(x) - f_i(u) + \frac{1}{2} p^T \nabla^2 f_i(u)p) \geq 0$$

$$\sum_{j=1}^{m} \alpha_j^2(x, u) (-h_j(u) + \frac{1}{2} q^T \nabla^2 h_j(u)q) \leq 0$$

$$\Rightarrow F(x, u; \sum_{j=1}^{m} \nabla h_j(u) + \nabla^2 h_j(u)q) \leq -\tilde{\rho}_2^2 d^2(x, u)$$

If the second (implied) inequality in $f$ is strict (whenever $x \neq u$), then $(f, h)$ is said to be second order strictly pseudoquasi $(F, \tilde{\alpha}, \tilde{\rho}, d)$-V-type I function at $u$.

Consider the following nondifferentiable multiobjective fractional programming problem involving support functions.

**(FP)** Minimize $$\left( \frac{f_1(x) + S(x|C_1)}{g_1(x) - S(x|D_1)}, \ldots, \frac{f_k(x) + S(x|C_k)}{g_k(x) - S(x|D_k)} \right)$$ subject to $h_j(x) + S(x|E_j) \leq 0$, $j = 1, m$, where $x \in D \subseteq R^n$, $X = \{ x \in D : h_j(x) + S(x|E_j) \leq 0 \}$ be the set of feasible solutions of (FP) and for $i = 1, k, j = 1, m$, $f_i, g_i, h_j : D \rightarrow R$ are second order differentiable functions. $f_i(.) + S(.)|C_i \geq 0$, $g_i(.) - S(.)|D_i > 0; C_i, D_i, E_j$ are compact convex sets in $R^n$ and $S(x|C_i), S(x|D_i), S(x|E_j)$ define their respective support functions.

### 3. Illustration

In this section, we illustrate through examples that the class of second order $(F, \alpha, \rho, d)$-V-type I functions contains many earlier studied classes as special cases.

**Example 3.1.** For (MP), let $D = R$, $f = (f_1, f_2) : D \rightarrow R^2$, $h : D \rightarrow R$ such that $f_1(x) = -x^2 - 1$, $f_2(x) = 2x^2 + x + 1$, $h(x) = 1 - x$.

So, the feasible region is $X = \{ x \in D : x \geq 1 \}$.

Let $F(x, u; a) \equiv \frac{a_1}{a_2}(x^2 + u^2 - 1)$; $\alpha_1^1(x, u) = 9$; $\alpha_1^2(x, u) = 2$; $\alpha_2^2(x, u) = 18$; $\rho^1_1 = 3$; $\rho^1_2 = 0$; $\rho^2_1 = 2$; $d(x, u) = |x - u|$; $u = 1$: $p = 1$; $q = 2$.

It is easy to see that for all $x \in X$,

$$f_1(x) - f_1(u) + \frac{1}{2} \rho_1^2 \nabla^2 f_1(u)p \geq F(x, u; \alpha^1_1(x, u)(\nabla f_1(u) + \nabla^2 f_1(u)p) + \rho^1_1 d^2(x, u), (3.1)$$

$$f_2(x) - f_2(u) + \frac{1}{2} \rho_2^2 \nabla^2 f_2(u)p \geq F(x, u; \alpha^2_2(x, u)(\nabla f_2(u) + \nabla^2 f_2(u)p) + \rho^2_2 d^2(x, u), (3.2)$$

and $-h(u) + \frac{1}{2} \rho^2 \nabla^2 h(u)q \geq F(x, u; \alpha^2_2(x, u)(\nabla h(u) + \nabla^2 h(u)q) + \rho^2 d^2(x, u)$

which shows that $(f, h)$ is second order $(F, \alpha, \rho, d)$-V-type I function at $u = 1$.

But, for the above defined problem, if we take
(a) (i) $\alpha_1^1(x, u) = \alpha_2^1(x, u) = 2$, then for all $x \in X,$

$$f_1(x) - f_1(u) + \rho_1^2 \nabla^2 f_1(u)p < F(x, u; \alpha_1^1(x, u)(\nabla f_1(u)) + \rho_1^2 d^2(x, u)$$

(ii) $\alpha_1^1(x, u) = \alpha_2^1(x, u) = 9$, then for all $x \in X,$

$$f_2(x) - f_2(u) + \rho_1^2 \nabla^2 f_2(u)p < F(x, u; \alpha_2^1(x, u)(\nabla f_2(u)) + \rho_1^2 d^2(x, u)$$

In fact, the inequality (3.1) is satisfied for all $\alpha_1^1(x, u) \geq 9$ and the inequality (3.2) is satisfied for all $\alpha_2^1(x, u) \leq 2$. Therefore, the inequalities (3.1) and (3.2) can not be satisfied simultaneously for any value of $\alpha_i^j(x, u)$ such that $\alpha_i^i(x, u) = \alpha_2^1(x, u)$ and hence $(f, h)$ is not second order $(F, \alpha, \rho, p, d)$-type I function at $u \in D$ as introduced by Hachimi and Aghezzaf [7].

(b) if $\alpha_1^1(x, u) = \alpha_2^1(x, u) = 1$, then for all $x \in X,$

$$f_1(x) - f_1(u) + \rho_1^2 \nabla^2 f_1(u)p < F(x, u; \alpha_1^1(x, u)(\nabla f_1(u)) + \rho_1^2 d^2(x, u)$$

which shows that $(f, h)$ is not second order $(F, \rho, \sigma)$-type I function at $u \in D$ as introduced by Srivastava and Govil. [24].

(c) if $p = 0$, then at $x = 3$

$$f_1(x) - f_1(u) < F(x, u; \alpha_1^1(x, u)(\nabla f_1(u)) + \rho_1^2 d^2(x, u)$$

which shows that $(f, h)$ is not $(F, \alpha, \rho, d)$-V-type I function at $u \in D$ as introduced by Gulati et al. [5].

Therefore the above example clearly illustrates that the class of second order $(F, \alpha, \rho, d)$-V-type I functions is more generalized than the class of second order $(F, \alpha, \rho, p, d)$-type I functions, second order $(F, \rho, \sigma)$-type I functions and $(F, \alpha, \rho, d)$-V-type I functions.

**Example 3.2.** For (MP), let $D = R$, $f = (f_1, f_2) : D \rightarrow R^2$, $h = (h_1, h_2) : D \rightarrow R^2$ such that $f_1(x) = -8x^2 + 8x$, $f_2(x) = -24x^4 + 8x^2 + 16$, $h_1(x) = x$, $h_2(x) = x - 1$

So, the feasible region is $X = \{ x \in D : x \leq 0 \}$.

Let $F(x, u; a) = |a|(x^2 + u^2); \alpha_1^1(x, u) = \frac{1}{2}; \alpha_2^1(x, u) = \frac{1}{4}; \alpha_1^2(x, u) = \frac{1}{6}$

$\rho_1^2(x, u) = \frac{1}{2} \alpha_1^1(x, u) = 2; \rho_2^2(x, u) = \alpha_2^1(x, u) = 8; \rho_2^1(x, u) = 6; \alpha_2^2(x, u) = 4; d(x, u) = |x - u|; u = 0; p = 1; \rho_1^1 = -16; \rho_2^1 = 0; \rho_2^1 = 6; \rho_2^1 = 8; \rho_1^1 = -8; \rho_2^1 = 3.$

It is easy to see that for all $x \in X,$

$$\sum_{i=1}^{2} \alpha_i^1(x, u) \left(f_i(x) - f_i(u) + \frac{1}{2}p^T \nabla f_i(u)p \right) = -3(x^4 + x^2 + p^2) + 4x \leq 0$$

$$\Rightarrow F \left(x, u; \sum_{i=1}^{2} (\nabla f_i(u) + \nabla^2 f_i(u)p) \right) + \rho^1 d^2(x, u) = 8x^2 - 8x^2 \leq 0$$

and

$$F \left(x, u; \sum_{j=1}^{2} (\nabla h_j(u) + \nabla^2 h_j(u)q) \right) + \rho^2 d^2(x, u) = 5x^2 \geq 0$$

$$\Rightarrow \sum_{j=1}^{2} \alpha_j^2(x, u)(h_j(u) + \frac{1}{2}q^T \nabla^2 h_j(u)q) = \frac{1}{4} \geq 0$$

which shows that $(f, h)$ is second order quasi-pseudo $(F, \tilde{\alpha}, \tilde{\rho}, d)$-V-type I function for all $x \in X$ at $u$. 

However, for the above defined problem, if we take \( x = -1 \), then
\[
f_1(x) - f_1(u) + \frac{1}{2} p^T \nabla^2 f_1(u)p = -8x^2 + 8x - 8p^2
\leq F(x, u; \alpha_1^1(x, u)(\nabla f_1(u) + \nabla^2 f_1(u)p)) + \rho_1^1 d^2(x, u)
\]
\[
= 2|8 - 16p| x^2 - 16x^2
\]

which shows that \((f, h)\) is not second order \((F, \alpha, \rho, d)-\)V-type I function for all \( x \in X \) at \( u \).

**Example 3.3.** For (MP), let \( D = R, f = (f_1, f_2) : D \to R^2, h = (h_1, h_2) : D \to R^2 \) such that
\[
f_1(x) = \frac{x^4}{4} + 2x^2, \quad f_2(x) = x^6 + \frac{x^4}{4} + x^2 - 2, \quad h_1(x) = x, \quad h_2(x) = x^3
\]
The feasible region is \( X = \{ x \in D : x \leq 0 \} \).

Let \( F(x, u; a) = |a|(x^2 + 4u^2); \alpha_1^1(x, u) = 4; \alpha_1^2(x, u) = 2; \alpha_2^1(x, u) = 1; \alpha_2^2(x, u) = 2; \quad d(x, u) = |x - u|; u = 0; \quad \rho_1^1 = 4; \quad \rho_1^2 = 4; \quad \rho_2^1 = 1; \quad \rho_2^2 = -10; \quad \rho^1 = 24; \quad \rho^2 = -4.
\]

It is easy to see that for all \( x \in X \),
\[
F \left( x, u; \sum_{i=1}^2 (\nabla f_i(u) + \nabla^2 f_i(u)p) \right) + \rho^1 d^2(x, u) = |6p| x^2 + 24x^2 \geq 0
\]
\[
\Rightarrow \sum_{i=1}^2 \alpha_1^i(x, u)(f_i(x) - f_i(u) + \frac{1}{2} p^T \nabla^2 f_i(u)p) = 2x^6 + 2x^4 + 10x^2 + 10p^2 \geq 0
\]
\[
\Rightarrow \sum_{j=1}^2 \alpha_2^j(x, u)(-h_j(u) + \frac{1}{2} q^T \nabla^2 h_j(u)q) = 0 \leq 0
\]
\[
\Rightarrow F \left( x, u; \sum_{j=1}^2 (\nabla h_j(u) + \nabla^2 h_j(u)q) \right) + \rho^2 d^2(x, u) = -3x^2 \leq 0
\]
which shows that \((f, h)\) is second order pseudo-quasi \((F, \bar{\alpha}, \bar{\rho}, d)-\)V-type I function for all \( x \in X \) at \( u \).

However, for the above defined problem, if we take \( x = -1 \), then
\[
f_1(x) - f_1(u) + \frac{1}{2} p^T \nabla^2 f_1(u)p = \frac{x^4}{4} + 2x^2 + 2p^2
\leq F(x, u; \alpha_1^1(x, u)(\nabla f_1(u) + \nabla^2 f_1(u)p)) + \rho_1^1 d^2(x, u)
\]
\[
= |p|x^2 + 4x^2
\]

which shows that \((f, h)\) is not second order \((F, \alpha, \rho, d)-\)V-type I function for all \( x \in X \) at \( u \).

Therefore the above examples clearly illustrate that the class of second order \((F, \alpha, \rho, d)-\)V-type I functions is more generalized than the cited classes in literature.
4. Second Order Mond-Weir Type Dual

In this section, we establish weak, strong and strict converse duality theorems for second order Mond-Weir type dual of (FP) under generalized class of second order \((F, \alpha, \rho, d)\)-V-type I functions.

(MFD) Maximize \[
\left( \frac{f_1(u) + u^T z_1}{g_1(u) - u^T v_1} \right) \frac{1}{2} p^T \nabla^2 \left( \frac{f_1(u) + u^T z_1}{g_1(u) - u^T v_1} \right) p, \ldots, \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \frac{1}{2} p^T \nabla^2 \left( \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \right) p \]
subject to
\[
\nabla \left( \sum_{i=1}^{k} \lambda_i \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) + \sum_{j=1}^{m} y_j (h_j(u) + u^T w_j) \right) + \nabla^2 \left( \sum_{i=1}^{k} \lambda_i \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p + \sum_{j=1}^{m} y_j (h_j(u) + u^T w_j) q \right) = 0, \quad (4.1)
\]
\[
\sum_{j=1}^{m} y_j \left( h_j(u) + u^T w_j - \frac{1}{2} q^T \nabla^2 (h_j(u) + u^T w_j) q \right) \geq 0, \quad (4.2)
\]

**Theorem 4.1** (Weak Duality). Let \(x \) and \((u, z, v, w, y, \lambda, p, q)\) be the feasible solutions of (FP) and (MFD) respectively with \(\lambda_i > 0, i = 1, 2, \ldots, k\). If

(i) \( \left( \frac{f_i(x) + u^T z_i}{g_i(x) - u^T v_i}, \sum_{j=1}^{m} y_j (h_j(x) + (\cdot)^T w_j) \right) \) is second order \((F, \alpha, \rho, d)\)-V-type I function at \(u\) for \(i = 1, 2, \ldots, k\),

(ii) \( \sum_{i=1}^{k} \frac{\lambda_i \alpha_i^2(x, u)}{\alpha_i^2(x, u)} + \frac{\rho_i^2}{\alpha_i^2(x, u)} \geq 0 \)

then the following cannot hold \( \left( \frac{f_1(x) + S(x|C_1)}{g_1(x) - S(x|D_1)}, \ldots, \frac{f_k(x) + S(x|C_k)}{g_k(x) - S(x|D_k)} \right) \leq \left( \frac{f_1(u) + u^T z_1}{g_1(u) - u^T v_1}, \ldots, \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \right) - \frac{1}{2} p^T \nabla^2 \left( \frac{f_1(u) + u^T z_1}{g_1(u) - u^T v_1} \right) p, \ldots, \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \frac{1}{2} p^T \nabla^2 \left( \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \right) p \).

**Proof.** Suppose the contradiction holds. Since \(\lambda_i > 0\), \(x^T z_i \leq S(x|C_i)\), \(x^T v_i \leq S(x|D_i)\), \(\alpha_i^2(x, u) > 0\), \(i = 1, 2, \ldots, k\), we have
\[
\sum_{i=1}^{k} \frac{\lambda_i \alpha_i^2(x, u)}{\alpha_i^2(x, u)} \left( \frac{f_i(x) + x^T z_i}{g_i(x) - x^T v_i} - \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} + \frac{1}{2} p^T \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p \right) < 0 \quad (4.3)
\]

Since hypothesis (i) holds, therefore for \(i = 1, 2, \ldots, k\), we have
\[
\frac{f_i(x) + x^T z_i}{g_i(x) - x^T v_i} - \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \geq F (x, u; \alpha_i^2(x, u) \left( \nabla^2 f_i(u) + u^T z_i \right) g_i(u) - u^T v_i + \nabla^2 f_i(u) + u^T z_i \right) g_i(u) - u^T v_i) \frac{1}{2} p^T \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p + \rho_i^2 d^2(x, u), \quad (4.4)
\]
Let Suppose the contradiction holds.

Proof. Since

\begin{equation}
- \sum_{j=1}^{m} g_j(h_j(u) + u^T w_j) \geq F \left( x, u; \alpha^2(x, u) \left( \nabla \sum_{j=1}^{m} g_j(h_j(u) + u^T w_j) + \nabla^2 \sum_{j=1}^{m} g_j(h_j(u) + u^T w_j) q \right) \right) (4.5)
\end{equation}

- \frac{1}{2} \sum_{j=1}^{m} q^T \nabla^2 g_j(h_j(u) + u^T w_j) q + \rho^2 d^2(x, u)

Multiplying the inequality (4.4) by \( \frac{\lambda}{\alpha_i(x, u)} \) and taking summation for \( i = 1, 2, \cdots, k \), we get

\begin{equation}
\sum_{i=1}^{k} \frac{\lambda_i}{\alpha_i(x, u)} \left( \frac{f_i(x) + x^T z_i}{g_i(x) - x^T v_i} - \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) \geq \sum_{i=1}^{k} \lambda_i F \left( x, u; \left( \frac{\nabla f_i(u) + u^T z_i}{g_i(u) - u^T v_i} + \nabla^2 f_i(u) + u^T z_i \right) p \right)
\end{equation}

- \frac{1}{2} \sum_{i=1}^{k} \frac{\lambda_i}{\alpha_i(x, u)} p^T \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p + \sum_{i=1}^{k} \frac{\lambda_i \rho_i^1}{\alpha_i(x, u)} d^2(x, u)

On adding the inequalities (4.5) and (4.6) and using sublinearity of \( F \) alongwith equation (4.1), the inequality (4.2) and the hypothesis (ii), we obtain

\begin{equation}
\sum_{i=1}^{k} \frac{\lambda_i}{\alpha_i(x, u)} \left( \frac{f_i(x) + x^T z_i}{g_i(x) - x^T v_i} - \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) + \frac{1}{2} p^T \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p \geq 0
\end{equation}

which is a contradiction to (4.3). Hence the proof. \( \square \)

**Theorem 4.2** (Weak Duality). Let \( x \) and \( (u, z, v, w, y, \lambda, p, q) \) be the feasible solutions of (FP) and (MFD) respectively. If

(i) \( \lambda \left( \frac{f_j(.)}{g_j(.)} + (.)^T w_j \right), \sum_{j=1}^{m} y_j(h_j(.)) \) is second order pseudoquasi \( (F, \tilde{\alpha}, \tilde{\rho}, d) \)-V-type I function at \( u \) for \( i = 1, 2, \cdots, k \),

(ii) \( \tilde{\rho}^1 + \tilde{\rho}^2 \geq 0 \),

then for \( i = 1, 2, \cdots, k \), the following cannot hold

\begin{equation}
f_i(x) + S(x|C_i) \leq \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \leq \frac{1}{2} p^T \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p.
\end{equation}

Proof. Suppose the contradiction holds.

Since \( x^T z_i \leq S(x|C_i) \), \( x^T v_i \leq S(x|D_i) \), \( \tilde{\alpha}_i(x, u) > 0 \), \( i = 1, 2, \cdots, k, \lambda \geq 0 \), therefore

\begin{equation}
\sum_{i=1}^{k} \tilde{\alpha}_i(x, u) \lambda \left( \frac{f_i(x) + x^T z_i}{g_i(x) - x^T v_i} - \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} + \frac{1}{2} p^T \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p \right) < 0
\end{equation}
Also, by feasibility of \((u, z, v, w, y, \lambda, p, q)\) and \(\tilde{\alpha}^2(x, u) > 0\) imply
\[
\tilde{\alpha}^2(x, u) \sum_{j=1}^{m} y_j \left( -h_j(u) + u^T w_j + \frac{1}{2} q^T \nabla^2(h_j(u) + u^T w_j) q \right) \leq 0,
\]
Therefore by using hypothesis (i), we have
\[
F(x, u; k \lambda_i) \left( \nabla^2 f_i(u) + u^T z_i + \nabla^2 f_i(u) + u^T z_i + \nabla^2 f_i(u) + u^T z_i \right) < -\tilde{\rho}^1 d^2(x, u)
\]
\[
F(x, u; m \sum_{j=1}^{m} y_j (\nabla h_j(u) + u^T w_j) + \nabla^2 h_j(u) + u^T w_j) q) \leq -\tilde{\rho}^2 d^2(x, u)
\]
Using hypothesis (ii) and sublinearity of \(F\), the above inequalities reduce to
\[
F(x, u; m \sum_{j=1}^{m} y_j (\nabla h_j(u) + u^T w_j) + \nabla^2 h_j(u) + u^T w_j) q) \leq -\tilde{\rho}^1 + \tilde{\rho}^2 \quad \text{d}^2(x, u) \leq 0
\]
which contradicts \(F(x, u, 0) = 0\). Hence the proof. \(\square\)

The proof of the following theorems run on the same lines as the proof of the above theorem.

**Theorem 4.3** (Weak Duality). Let \(x\) and \((u, z, v, w, y, \lambda, p, q)\) be the feasible solutions of (FP) and (MFD) respectively with \(\lambda_i > 0, i = 1, 2, \cdots, k\). If
\[(i) \quad \left( \lambda_i \frac{f_i(.) + (.)^T z_i + \sum_{j=1}^{m} y_j h_j(.) + (.)^T w_j)}{g_i(.) + (.)^T w_j} \right) \text{is second order pseudoquasi}\]
\[(ii) \quad \tilde{\rho}^1 + \tilde{\rho}^2 \geq 0\]
then the following cannot hold
\[
\left( \frac{f_1(x) + S(x) C_1}{g_1(x) - S(x) D_1}, \cdots, \frac{f_k(x) + S(x) C_k}{g_k(x) - S(x) D_k} \right) \leq \left( \frac{f_1(u) + u^T z_i}{g_1(u) - u^T v_1}, \cdots, \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \right) + \frac{1}{2} \tilde{\rho}^2 \nabla^2 \left( \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \right) \cdot \cdot \cdot \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \cdot \cdot \cdot \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k} \cdot \cdot \cdot \frac{f_k(u) + u^T z_k}{g_k(u) - u^T v_k}.
\]

**Theorem 4.4** (Weak Duality). Let \(x\) and \((u, z, v, w, y, \lambda, p, q)\) be the feasible solutions of (FP) and (MFD) respectively. If
\[(i) \quad \left( \lambda_i \frac{f_i(.) + (.)^T z_i + \sum_{j=1}^{m} y_j h_j(.) + (.)^T w_j)}{g_i(.) + (.)^T w_j} \right) \text{is second order strictly pseudo}\]
\[(ii) \quad \tilde{\rho}^1 + \tilde{\rho}^2 \geq 0\]
then the following cannot hold
Let the following constraint qualification \[ \sum_{i=1}^{m} y_i^T h_i(z) \leq 0 \] be satisfied, then there exists \( \lambda \in R^k, \bar{y} \in R^m, \bar{z}, \bar{v}, \bar{w} \) such that (u, v, w, y, \lambda, \bar{y}, \bar{p}, q) is an efficient solution of (FP) and (MFD) respectively.

Theorem 4.5 (Weak Duality). Let \( (u, z, v, w, y, \lambda, \bar{y}, \bar{p}, q) \) be the feasible solutions of (FP) and (MFD) respectively. If

(i) \[ \lambda \geq 0 \] is second order semi-strictly quasi-

\[ (F, \bar{x}, \bar{p}, d) - V \text{-type 1 function at } u \text{ for } i = 1, 2, \ldots, k, \]

(ii) \[ \hat{p}^1 + \hat{p}^2 \geq 0 \]

then the following constraint qualification \[ \sum_{i=1}^{m} y_i^T h_i(z) \leq 0 \] is satisfied, then there exists \( \lambda \in R^k, \bar{y} \in R^m, \bar{z}, \bar{v}, \bar{w} \) such that (u, v, w, y, \lambda, \bar{y}, \bar{p}, q) is an efficient solution of (FP) and (MFD) respectively.

Theorem 4.6 (Strong Duality). If \( u \) is an efficient solution of (FP) and constraint qualification \[ \sum_{i=1}^{m} y_i^T h_i(z) \leq 0 \] is satisfied, then there exists \( \lambda \in R^k, \bar{y} \in R^m, \bar{z}, \bar{v}, \bar{w} \) such that (u, v, w, y, \lambda, \bar{y}, \bar{p}, q) is a feasible solution of (MFD) and the corresponding values of the objective functions are equal. Further if the conditions of weak duality theorem 4.1 are satisfied, then (u, v, w, y, \lambda, \bar{y}, \bar{p}, q) is an efficient solution of (MFD).

Theorem 4.7 (Strict Converse Duality). Let \( x \) and \( (u, z, v, w, y, \lambda, p, q) \) be the feasible solutions of (FP) and (MFD) respectively. If

(i) \[ \frac{f_i(x) + \lambda g_i(x) - \lambda g_i(x)}{g_i(x) - g_i(x)} \leq \frac{f_i(u) + \lambda g_i(u) - \lambda g_i(u)}{g_i(u) - g_i(u)} - \frac{1}{2} \hat{p}^2 \]

then \( x = u \).

Proof. Suppose \( x \neq u \). Since hypothesis (ii) holds, therefore for \( i = 1, 2, \ldots, k, \) we have

\[ \frac{f_i(x) + \lambda g_i(x) - \lambda g_i(x)}{g_i(x) - g_i(x)} - \frac{f_i(u) + \lambda g_i(u) - \lambda g_i(u)}{g_i(u) - g_i(u)} \geq \frac{1}{2} \hat{p}^2 \]

(4.7)
Let feasible solutions of (FP) and (MFD) respectively. If
\[ F(x, u; \alpha^2(x, u)) \left( \nabla \sum_{j=1}^{m} y_j(h_j(u) + u^T w_j) + \nabla^2 \sum_{j=1}^{m} y_j(h_j(u) + u^T w_j)q \right) \] (4.8)
\[- \frac{1}{2} q^T \nabla^2 \sum_{j=1}^{m} y_j(h_j(u) + u^T w_j)q + \rho^2 d^2(x, u) \]

Multiplying the inequality (4.7) by \( \frac{\lambda}{\alpha^2(x, u)} \) for \( i = 1, 2, \cdots, k \), adding to the inequality (4.8) and using sublinearity of \( F \), we obtain
\[ F(x, u; \sum_{i=1}^{k} \lambda_i \left( \nabla f_i(u) + u^T z_i \| g_i(u) - u^T v_i \right) + \sum_{j=1}^{m} \frac{y_j}{\alpha^2(x, u)} \nabla^2 (h_j(u) + u^T w_j)q) \]
\[- \frac{1}{2} q^T \sum_{j=1}^{m} \frac{y_j}{\alpha^2(x, u)} \nabla^2 (h_j(u) + u^T w_j)q + \left( \sum_{i=1}^{k} \lambda_i \rho^1 + \frac{\rho^2}{\alpha^2(x, u)} \right) d^2(x, u) \]

Using equation (4.1), the inequality (4.2) and hypothesis (iii) and the fact that \( F(x, u, 0) = 0 \), the above equation reduces to
\[ \sum_{i=1}^{k} \frac{\lambda_i}{\alpha^2(x, u)} \left( f_i(u) + x^T z_i \| g_i(u) - u^T v_i \right) + \frac{1}{2} \rho^2 d^2(x, u) \geq 0 \]

But, as \( x^T z_i \leq S(x|C_i), x^T v_i \leq S(x|D_i), \alpha_i^2(x, u) > 0 \), \( i = 1, 2, \cdots, k, \lambda \geq 0 \), therefore hypothesis (i) yields
\[ \sum_{i=1}^{k} \frac{\lambda_i}{\alpha^2(x, u)} \left( f_i(u) + x^T z_i \| g_i(u) - u^T v_i \right) + \frac{1}{2} \rho^2 d^2(x, u) \leq 0 \]

Hence we arrive at a contradiction. Thus \( x = u \).

**Theorem 4.8 (Strict Converse Duality).** Let \( x \) and \( (u, z, v, w, y, \lambda, p, q) \) be the feasible solutions of (FP) and (MFD) respectively. If
\( (i) \) \( \frac{f_i(x)}{g_i(x)} + S(x|C_i) \leq \frac{f_i(u)+u^T z_i}{g_i(u)+u^T v_i} - \frac{1}{2} \rho^2 \nabla^2 \left( \frac{f_i(u)+u^T z_i}{g_i(u)+u^T v_i} \right) p \), \( i = 1, 2, \cdots, k \),
\( (ii) \) \( \lambda_i \frac{f_i(x)}{g_i(x)}(+) \left( T_{z_i} \sum_{j=1}^{m} y_j(h_j(+) + z_i^T w_j) \right) \) is second order quasi strictly pseudo
\( (F, \lambda, \rho, d) \)-V-type I function at \( u \) for \( i = 1, 2, \cdots, k \),
\( (iii) \) \( \rho^1 + \rho^2 \geq 0 \), then \( x = u \).
Proof. Suppose \( x \neq u \). Since \( x^T z_i \leq S(x|C_i) \), \( x^T v_i \leq S(x|D_i) \), \( \alpha_i^*(x, u) > 0, \) \( i = 1, 2, \ldots, k \), \( \lambda \geq 0 \) and hypothesis (i) holds, therefore

\[
\sum_{i=1}^{k} \lambda_i \alpha_i^*(x, u) \frac{f_i(x) + x^T z_i}{g_i(x) - x^T v_i} \leq \sum_{i=1}^{k} \lambda_i \alpha_i^*(x, u) \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} - \frac{1}{2} g_i'(u) \nabla^2 \left( \frac{f_i(u) + u^T z_i}{g_i(u) - u^T v_i} \right) p \right)
\]

As \( \alpha^2(x, u) > 0 \) and \( u \) is a feasible solution of (MFD), therefore

\[
\alpha^2(x, u) \sum_{j=1}^{m} y_j \left( -(h_j(u) + u^T w_j) + \frac{1}{2} q^T \nabla^2 (h_j(u) + u^T w_j) q \right) \leq 0,
\]

Using hypothesis (ii), the above inequalities reduce to

\[
F \left( x, u; \sum_{i=1}^{k} \lambda_i \left( \nabla f_i(u) + u^T z_i - \nabla^2 f_i(u) + u^T z_i \right) \frac{g_i(u) - u^T v_i}{g_i(u) - u^T v_i} \right) \leq -\tilde{\beta}^2 d^2(x, u)
\]

\[
F \left( x, u; \sum_{j=1}^{m} y_j \left( \nabla (h_j(u) + u^T w_j) + \nabla^2 (h_j(u) + u^T w_j) q \right) \right) < -\tilde{\beta}^2 d^2(x, u)
\]

Using hypothesis (iii) and sublinearity of \( F \), the above inequalities reduce to

\[
F(x, u; \sum_{i=1}^{k} \lambda_i \left( \nabla f_i(u) + u^T z_i - \nabla^2 f_i(u) + u^T z_i \right) \frac{g_i(u) - u^T v_i}{g_i(u) - u^T v_i} + \sum_{j=1}^{m} y_j \nabla (h_j(u) + u^T w_j) + \nabla^2 (h_j(u) + u^T w_j) q) < -\left( \tilde{\beta}^1 + \tilde{\beta}^2 \right) d^2(x, u) \leq 0
\]

which contradicts \( F(x, u, 0) = 0 \). Hence \( x = u \). \( \square \)

5. Second Order Schaible Type Dual

In this section, we formulate Schaible Type Dual of (FP) and derive weak, strong and strict converse duality theorems.

(SFD) Maximize \( \beta = (\beta_1, \beta_2, \ldots, \beta_k) \)

subject to

\[
\nabla \left( \sum_{i=1}^{k} \lambda_i \left( f_i(u) + u^T z_i - \beta_i(g_i(u) - u^T v_i) \right) + \sum_{j=1}^{m} y_j(h_j(u) + u^T w_j) \right)
\]

\[
+ \sum_{i=1}^{k} \lambda_i \nabla^2 \left( f_i(u) + u^T z_i - \beta_i(g_i(u) - u^T v_i) \right) p + \sum_{j=1}^{m} y_j \nabla^2 (h_j(u) + u^T w_j) q = 0,
\]

\[
\lambda_i \left( f_i(u) + u^T z_i - \beta_i(g_i(u) - u^T v_i) \right) - \frac{1}{2} g_i'(u) \nabla^2 \left( f_i(u) + u^T z_i - \beta_i(g_i(u) - u^T v_i) \right) p \geq 0, \quad i = 1, \ldots, k
\]

\[
\sum_{j=1}^{m} y_j \left( h_j(u) + u^T w_j \right) - \frac{1}{2} g_i'(u) \nabla^2 (h_j(u) + u^T w_j) q \geq 0,
\]

\[
z_i \in C_i, \quad v_i \in D_i, \quad \beta_i \geq 0, \quad i = 1, 2, \ldots, k, \quad \lambda \geq 0,
\]

\[
w_j \in E_j, \quad y_j \geq 0, \quad j = 1, 2, \ldots, m.
\]
Theorem 5.1 (Weak Duality). Let \( x \) and \( (u, z, v, w, \bar{\beta}, y, \lambda, p, q) \) be the feasible solutions of (FP) and (SFD) respectively with \( \lambda_i > 0 \), \( i = 1, 2, \cdots, k \). If

(i) \( (f_i(.) + (.)^T z_i, \sum_{j=1}^m y_j (h_j(.) + (.)^T w_j)) \) and \( (-g_i(.) + (.)^T v_i, \sum_{j=1}^m y_j (h_j(.) + (.)^T w_j)) \)

are second order \((F, \alpha, \rho, d)\)-V-type I functions at \( u \) for \( i = 1, 2, \cdots, k \),

(ii) \( \sum_{i=1}^k \bar{\alpha}_i^j (x, u) \lambda_i \rho^i_1 + \bar{\alpha}^2(x, u) \rho^2 \geq 0 \) where \( \rho^1_1 = \rho^i_1 (1 + \bar{\beta}_i) \).

then the following cannot hold

\[
\left( \frac{f_1(x) + S(x|C_1)}{g_1(x) - S(x|D_1)}, \cdots, \frac{f_k(x) + S(x|C_k)}{g_k(x) - S(x|D_k)} \right) \leq \left( \bar{\beta}_1, \bar{\beta}_2, \cdots, \bar{\beta}_k \right).
\]

Proof. Suppose the contradiction holds. Since \( \lambda_i > 0 \), \( x^T z_i \leq S(x|C_i) \), \( x^T v_i \leq S(x|D_i) \), \( \bar{\alpha}_i^j (x, u) > 0 \), \( i = 1, 2, \cdots, k \), therefore

\[
\sum_{i=1}^k \bar{\alpha}_i^j (x, u) \lambda_i \left( f_i(x) + x^T z_i - \bar{\beta}_i (g_i(x) - x^T v_i) \right) < 0 \tag{5.4}
\]

By hypothesis (i), for \( i = 1, 2, \cdots, k \), we have

\[
(f_i(x) + x^T z_i) - (f_i(u) + u^T z_i) \geq F(x, u; \alpha_1^0 (x, u) (\nabla (f_i(u) + u^T z_i) + \nabla^2 (f_i(u) + u^T z_i)p)) - \frac{1}{2} p^T \nabla^2 (f_i(u) + u^T z_i)p + \rho^i_1 d^i(x, u), \tag{5.5}
\]

\[
-g_i(u) + \bar{\beta}_i (g_i(x) - x^T v_i) \geq F(x, u; \alpha_1^0 (x, u) (-\nabla (g_i(u) - u^T v_i) - \nabla^2 (g_i(u) - u^T v_i)p)) + \frac{1}{2} p^T \nabla^2 (g_i(u) - u^T v_i)p + \rho^i_1 d^i(x, u), \tag{5.6}
\]

\[
- \sum_{j=1}^m y_j (h_j(u) + u^T w_j) \geq F \left( x, u; \alpha_2^0 (x, u) \left( \sum_{j=1}^m y_j \nabla (h_j(u) + u^T w_j) + \sum_{j=1}^m y_j \nabla^2 (h_j(u) + u^T w_j)q \right) \right) - \frac{1}{2} \sum_{j=1}^m y_j q^T \nabla^2 (h_j(u) + u^T w_j)q + \rho^2 d^2(x, u) \tag{5.7}
\]

Multiplying (5.6) by \( \bar{\beta}_i \), \( i = 1, k \), adding in (5.5) and using sublinearity of \( F \), we get

\[
(f_i(x) + x^T z_i - \bar{\beta}_i (g_i(x) - x^T v_i)) - (f_i(u) + u^T z_i - \bar{\beta}_i (g_i(u) - u^T v_i)) \geq F(x, u; \alpha_1^0 (x, u) \nabla \left( f_i(u) + u^T z_i - \bar{\beta}_i (g_i(u) - u^T v_i) \right) + \nabla^2 \left( f_i(u) + u^T z_i - \bar{\beta}_i (g_i(u) - u^T v_i) \right)p) - \frac{1}{2} p^T \nabla^2 (f_i(u) + u^T z_i - \bar{\beta}_i (g_i(u) - u^T v_i))p + \rho^1_1 d^2(x, u) \tag{5.8}
\]
where $\tilde{\rho}_1 = \rho_1^1(1 + \tilde{\beta}_1)$. Multiplying (5.8) by $\tilde{\alpha}_1^i(x,u)\lambda_i$, $i = 1, 2, \ldots, k$ and adding in (5.7), we obtain
\[
\sum_{i=1}^{k} \tilde{\alpha}_1^i(x,u)\lambda_i \left[ f_i(x) + x^T z_i - \tilde{\beta}_i(g_i(x) - x^T v_i) - (f_i(u) + u^T z_i - \tilde{\beta}(g_i(u) - u^T v_i)) \right]
\]
\[
- \tilde{\alpha}(x,u) \sum_{j=1}^{m} y_j (h_j(u) + u^T w_j) \geq F(x,u) \sum_{i=1}^{k} \lambda_i \tilde{\nabla} \left( f_i(u) + u^T z_i - \tilde{\beta}_i(g_i(u) - u^T v_i) \right)
\]
\[
+ \tilde{\nabla}^2 \left( f_i(u) + u^T z_i - \tilde{\beta}_i(g_i(u) - u^T v_i) \right) \tilde{\alpha}(x,u) \sum_{j=1}^{m} y_j \tilde{\nabla}^2 (h_j(u) + u^T w_j) q + \frac{1}{2} \tilde{\alpha} \sum_{i=1}^{m} \tilde{\alpha}_1^i(x,u) u_i \tilde{\beta}_i + \tilde{\alpha}(x,u) \sum_{i=1}^{m} y_i \tilde{\nabla}^2 (h_j(u) + u^T w_j) q
\]
\[
q^T \tilde{\nabla}^2 (h_j(u) + u^T w_j) q + \left( \sum_{i=1}^{k} \tilde{\alpha}_1^i(x,u) \lambda_i \tilde{\alpha}_i^i + \tilde{\alpha} \right) \sum_{j=1}^{m} y_j \tilde{\nabla}^2 (h_j(u) + u^T w_j) q
\]
\[
\text{Using equation (5.1), the inequalities (5.2), (5.3), the hypothesis (ii) and the fact that } F(x,u,0) = 0, \text{ the above inequality reduces to}
\]
\[
\sum_{i=1}^{k} \tilde{\alpha}_1^i(x,u)\lambda_i \left( f_i(x) + x^T z_i - \tilde{\beta}_i(g_i(x) - x^T v_i) \right) \geq 0
\]
\[
\text{which is a contradiction to (5.4). Hence the proof.} \quad \square
\]

**Theorem 5.2 (Strong Duality).** Let $u$ be an efficient solution of (FP) and a constraint qualification is satisfied, then there exists $\tilde{\lambda} \in R^k, \tilde{y} \in R^m, \tilde{z}_i, \tilde{v}_i, \tilde{w}_j \in R^n$, $i = 1, 2, \ldots, k; j = 1, 2, \ldots, m$, such that $(u, \tilde{z}, \tilde{v}, \tilde{w}, \tilde{y}, \tilde{\lambda}) = 0$ is a feasible solution of (SFD). Further if the conditions of weak duality theorem 5.1 are satisfied for each feasible solution of (FP) and (SFD), then $(u, \tilde{z}, \tilde{v}, \tilde{w}, \tilde{y}, \tilde{\lambda}) = 0$ is an efficient solution of (SFD) and the corresponding values of the objective functions are equal.

**Proof.** Following the lines of [3, 11], it can be shown that there exists $\tilde{\mu} \in R^k, \tilde{y} \in R^m, \tilde{z}_i, \tilde{v}_i, \tilde{w}_j \in R^n$, $i = 1, 2, \ldots, k; j = 1, 2, \ldots, m$, such that
\[
\nabla \left( \sum_{i=1}^{k} \tilde{\mu}_i \left( f_i(u) + u^T \tilde{z}_i \right) - \sum_{j=1}^{m} \tilde{y}_j (h_j(u) + u^T \tilde{w}_j) \right) = 0, \quad \text{(5.9)}
\]
and
\[
\sum_{j=1}^{m} \tilde{y}_j (h_j(u) + u^T \tilde{w}_j) = 0,
\]
where $\tilde{u}^T \tilde{z}_i = S(u|C_i)$, $\tilde{u}^T \tilde{v}_i = S(u|D_i)$, $\tilde{z}_i \in C_i$, $\tilde{v}_i \in D_i$, $i = 1, 2, \ldots, k, \tilde{\mu} \geq 0$
\[
\tilde{u}^T \tilde{w}_j = S(u|E_j), \tilde{w}_j \in E_j, \tilde{y}_j \geq 0, j = 1, 2, \ldots, m.
\]
Equation (5.9) can be written as
\[
\sum_{i=1}^{k} \frac{\tilde{\mu}_i}{g_i(u) - u^T \tilde{v}_i} \left( \nabla (f_i(u) + u^T \tilde{z}_i) - \frac{f_i(u) + u^T \tilde{v}_i}{g_i(u) - u^T \tilde{v}_i} \nabla (g_i(u) - u^T \tilde{v}_i) \right) + \sum_{j=1}^{m} \tilde{y}_j \nabla (h_j(u) + u^T \tilde{w}_j) = 0,
\]
Let \( S \) be the corresponding values of the objective functions are equal.

Theorem 5.3 (Strict Converse Duality). Let \( x_o \) and \((u_o, z, v, w, \tilde{\beta}, y, \lambda, p, q)\) be the feasible solutions of (FP) and (SFD) respectively. If

1. \( f(x_o) \leq S(x_o) \leq \tilde{\beta}(z, v) \leq \tilde{\beta}(y, w) \leq \lambda \leq 0 \)

2. \((u_o, z, v, w, \tilde{\beta}, y, \lambda, p, q)\) is a feasible solution of (SFD) and the corresponding values of the objective functions are equal.

Thus \((u, z, v, w, \tilde{\beta}, y, \lambda, p, q = 0, q = 0)\) is a feasible solution of (SFD) and the corresponding values of the objective functions are equal.

\[ \nabla \left( \sum_{i=1}^{k} \lambda_i \left( f_i(u) + u^T z_i - \bar{\beta}_i(g_i(u) - u^T v_i) \right) + \sum_{j=1}^{m} \bar{y}_j(h_j(u) + u^T w_j) \right) = 0, \]

\[ f_i(u) + u^T z_i - \bar{\beta}_i(g_i(u) - u^T v_i) = 0, \quad i = 1, \ldots, k \]

\[ \sum_{j=1}^{m} \bar{y}_j (h_j(u) + u^T w_j) = 0, \]

\[ u^T z_i = S(u(C_i)), \quad u^T v_i = S(u(D_i)), \quad z_i \in C_i, \quad v_i \in D_i, \quad i = 1, \ldots, k, \quad \lambda \geq 0, \]

\[ u^T w_j = S(u(E_j)), \quad w_j \in E_j, \quad \bar{y}_j = 0, \quad j = 1, \ldots, m. \]

Thus \((u, z, v, w, \tilde{\beta}, y, \lambda, p, q = 0, q = 0)\) is a feasible solution of (SFD) and the corresponding values of the objective functions are equal.

Proof. Suppose \( x_o \neq u_o \). Since \( \lambda \geq 0 \), \( \tilde{\alpha}_i^1(x_o, u_o) > 0 \), \( x_o^T z_i \leq S(x_o|C_i) \), \( x_o^T v_i \leq S(x_o|D_i), \quad i = 1, \ldots, k \) and hypothesis (i) holds, therefore,

\[ \sum_{i=1}^{k} \tilde{\alpha}_i^1(x_o, u_o) \lambda_i \left( f_i(x_o) + x_o^T z_i - \bar{\beta}_i(g_i(x_o) - x_o^T v_i) \right) \leq 0 \tag{5.10} \]

As \( \tilde{\alpha}_2^2(x_o, u_o) > 0 \), and \((u_o, z, v, w, y, \lambda, p, q)\) is the feasible solution of (SFD), therefore by feasibility condition (5.3), we get

\[ \tilde{\alpha}_2^2(x_o, u_o) \sum_{j=1}^{m} \bar{y}_j \left( -h_j(u_o) + u_o^T w_j + \frac{1}{2} q^T \nabla^2 (h_j(u_o) + u_o^T w_j) q \right) \leq 0, \]

which by hypothesis (ii) implies

\[ F \left( x_o, u_o; \sum_{j=1}^{m} \bar{y}_j \left( \nabla (h_j(u_o) + u_o^T w_j) + \nabla^2 (h_j(u_o) + u_o^T w_j) q \right) \right) \leq -\tilde{\rho}^2 d^2(x_o, u_o) \]
As hypothesis (iii) hold, the above inequality along with feasibility condition (5.1) and sublinearity of $F$ imply

$$F\left(x_o, u_o; \sum_{i=1}^{k} \lambda_i \left[ \nabla \left( f_i(u_o) + u_o^T z_i - \tilde{\beta}_i(g_i(u_o) - u_o^T v_i) \right) + \nabla^2 \left( f_i(u_o) + u_o^T z_i - \tilde{\beta}_i(g_i(u_o) - u_o^T v_i) \right) p \right] \right) \geq -F \left(x_o, u_o; \sum_{j=1}^{m} y_j \left( \nabla \left( h_j(u_o) + u_o^T w_j \right) + \nabla^2 \left( h_j(u_o) + u_o^T w_j \right) q \right) \right) \geq \rho^2 d^2(x_o, u_o) \geq -\rho^2 d^2(x_o, u_o)$$

which on applying hypothesis (ii) gives

$$\sum_{i=1}^{k} \tilde{\alpha}_i^1(x_o, u_o) \lambda_i \left( f_i(x_o) + x_o^T z_i - \tilde{\beta}_i(g_i(x_o) - x_o^T v_i) \right) - \left( f_i(u_o) + u_o^T z_i - \tilde{\beta}_i(g_i(u_o) - u_o^T v_i) \right) \right) + \frac{1}{2} \rho^T \nabla^2 \left( f_i(u_o) + u_o^T z_i - \tilde{\beta}_i(g_i(u_o) - u_o^T v_i) \right) p > 0$$

Using feasibility condition (5.2), we obtain

$$\sum_{i=1}^{k} \tilde{\alpha}_i^1(x_o, u_o) \lambda_i \left( f_i(x_o) + x_o^T z_i - \tilde{\beta}_i(g_i(x_o) - x_o^T v_i) \right) > 0$$

which is a contradiction to (5.10). Hence $x_o = u_o$.

\[ \square \]
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