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Abstract

For many applications particularly in navigation system, a three-dimensional representation improves the usability of information. This paper introduces 3D Graphical User Interface (GUI) of indoor location tracking system, 3D Navigation View. The application provides users a 3D visualization of the indoor environments they are exploring, synchronized with the physical world through spatial information obtained from indoor location tracking system. It adopts widely used Virtual Reality Modeling Language (VRML) to construct, represent, distribute and render 3D world of indoor environments over Internet. Java, an all-purpose programming language is integrated to comprehend spatial information received from indoor location tracking system. Both are connected through an interface called External Authoring Interface (EAI) provided by VRML. Via EAI, Java is given the authority to access and manipulate the 3D objects inside the 3D world that facilitates the indication of user's position and viewpoint in the constructed virtual indoor environments periodically.
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1. Introductions

Unlike the conventional desktop computing, ubiquitous computing (UbiComp) shifts computer that equipped with capability of computational, sensing and networking to the background to support users in their daily life. Location-aware computing is one of the applications of UbiComp, particularly in indoor tracking[1-3]. Using location-sensors, computer responds to changes of user's location in physical environment and thereafter infers user intent to give him the most appropriate support for the task he is performing.

In most of the navigation systems, users are usually been traced and their current location is subsequently indicated and marked on a floor map. To provide such service, adopted solution usually employs graphical representation such as flat 2D maps which being familiar to user. This conservative type of presenting spatial information of users requires some experience on the side of users when interpreting the information presented. The use of 3D representation of the indoor environment may present a more intuitive and effective way to present spatial information to users even though the previous 3D modeling in the indoor tracking is very difficult to find.

The main idea for this approach is to generate a 3D view that would represent indoor environments in the scene, providing user with much better orientation about the space than in 2D form. Currently there exist several technologies that allow for the generation of 3D views on a computer screen. The most popular technique is various 3D modeling techniques based on the use of VRML[4].

In this paper, we present 3D Navigation View, a Graphical User Interface (GUI) for the developed indoor location tracking system[5]. The interface is used to provide users a 3D visualization of the physical indoor environments they are exploring, synchronized with their movement in physical world.

2. System Design

A new computing platform consists of small battery-powered motes with limited computation and radio communication capability is introduced due to the rapid development in embedded computing systems. Such sensor-based networking structure is used particularly in low-powered, constrained resources networked applica-
tions such as ubiquitous healthcare applications\(^6\(^,^7\)\) which permit data gathering and computation to be deeply embedded in the physical environment.

Through the embedded sensors, Ubicomp systems which characterized as an element of context-awareness, perceive the user’s current context, in order to best meet his needs in a particular situation. This is called context-awareness or location-awareness if only the user’s context is used by the application to adapt to his needs.

New technologies for the 3D scene description, such as VRML, open new possibilities to visualize large amounts of information in a new way. These technologies used through the Internet facilitate the novel approach of integration with location-aware applications.

2.1. Requirements and Analysis

Constructing the 3D indoor environments was the first step of work which can split into three distinct stages.

The first stage is getting data for the buildings and indoor environment to be constructed. The efficiency of 3D world generation is greatly dependent on the data required by the next stage. Construction with complex procedure will definitely complicate the process of the task as more data is required. Furthermore, locations of the objects inside the particular building within their 3D environment are necessary. The manual input required to produce the desirable data relies on the level of details required in the 3D world.

To construct indoor environment from the data gathered at the second stage, floors as well as the objects inside a building are modeled and placed in a 3D world. Although the primary aim is to construct indoor environments, however, the amount of details required in the environments need to be carefully considered. The more detail that is required in the constructed environments not only affects the complexity of the construction process but will greatly complicate the process to obtain the data required.

The final part is to export data in a format that can be rendered and thus render the data. Every object inside the buildings must be translated to their accurate position in the modeled environment to generate the 3D world. This requires additional input data to shift an object inside a particular building to its location. For complicated worlds, each building and object will require its own parameters to describe their correct position in the world, this makes the amount of input data required to be greater and hence further complicate the task of generating it.

2.2. Design for Acquiring Data

The two methods identified to acquire the input data for the construction are to extract data from two-dimensional building plans and manual generation of input data.

Of the two options evaluated to acquire the input data, manual creation of input data was chosen. Automatically extracting data from plans would greatly reduce the effort required to generate input data for the construction process if achieved accurately and robustly. However, from previous work\(^8\) it can be seen that this was a complex procedure which has not been achieved satisfactory. Due to the additional world required, it might also reduce the scope of the project as much of the time would be spend performing this task. So this automated approach has not been chosen as the small saving in manual input does not balance the time required to produce a techniques which is so dependent on the structure of the input data.

Although the chosen method of generating the input data required manual input, it should be simple and quick to produce basic structures. This method will also be robust as it doesn’t rely on poorly structured and error prone input data. As the input is simple and well structured an error on input can be easily corrected. Creating the data required to locate objects in a 3D world would require manual input no matter what method was chosen as it is unlikely a single 2D plan would contain all the information required to construct a 3D world. Thus, choosing manual creation of input data will not make this task require additional manual input.

2.3. Design for Constructing a 3D World

3D visualization should be used to improve the exploration quality, VRML is a suitable technological basis, because it is designed for the use in world wide web (WWW) and it can be easily combined with Java.

The 3D indoor environment for the indoor location tracking system includes 3D models of the real-world objects. In addition to the models of these “physical” objects we also included geometric representations of the abstract data in the scene by using real-world metaphors. They are modeled using VRML as preferred.
2.4. Design for Visualizing the 3D World

The rendering of indoor environment involves interpreting the data and constructing a 2D image to represent a 3D model using shading algorithm. Different construction methods require different rendering methods. The result from the construction stage can be manipulated for rendering.

Rendering can be performed with a simple program or can be read into 3D graphics software. The simple graphics program will display the 3D world so that it can be explored and its features clearly displayed. As the chosen method of construction is to use VRML, thus VRML plug-in or browser[10] was chosen as the interface to use with Java to render the VRML constructed 3D world.

3. 3D Modeling By VRML

Virtual reality is an emerging technology that promises significant advances in the area of user interfaces applicable to various application domains. It is a powerful means to increase the cognitive effectiveness of virtual indoor environments, virtual buildings or virtual campuses for naive end users. Recent expansion of such technology has been possible due to introduction of VRML.

How do you create an application that is low cost to end user, presented over the Internet that can be compatibly and reliably viewed and operated by virtually? We preferred VRML for the interface. The only caveat was the end users had to download and install one particular type of free VRML Internet Explorer plug-in or browser to view the 3D aspects.

3.1. VRML Standardization

Today version of VRML is very powerful, but VRML alone is insufficient. There is a need to use the ability of other language, which can communicate with VRML and which can exchange the data between. The combination of language used today are VRML-JavaScript, VRML-Java, etc. This combination is required as VRML does not support multi-user access to its virtual world, and it does not support streaming data which need to use in multi-user world.

3.2. VRML Specifications

VRML is an open, extensible, industry-standard scene description language for 3D scenes on the Internet. VRML supports lights, shadows, collision detection, object interaction, avatar creation and 6 modes for navigation through the world. It describes 3D models in form of nestable "nodes". Nodes generally define 3D physical descriptions that may be made up of 3D primitives, such as spheres, cuboids, cones and cylinders, or of complex polyhedron. In addition to these form descriptions, nodes can also define materials, colors, texture maps, lighting, shape transformations and viewing criteria.

It not only is possible to program the behaviors of three-dimensional shapes, it is also possible to create entirely new relationships to three-dimensional objects while conforming to the VRML2.0 specification. These relationship must be defined in the nodes. For instance, Fig. 1 illustrates a file which consists of nodes which create a VRML2.0 world with a rectangular table at its center. As nodes have default values, every aspect of a
given node may left unspecified.

From the Fig. 1(b), “appearance” is the filed name. Each node has qualities that can be manipulated, called fields. “Appearance” is the name of the node associated with that field. The Shape node is the primary node in this scene. The appearance field specifies the look of a Shape node. The material field specifies the material that can make up the appearance, such as JPEG image for texture mapping. This is one of the example of a VRML file.

In our implementation, we consider the building of our laboratory, Ubiquitous-IT building, Dongseo University as the modeled building. Data provided by CAD as shown in Fig. 2(a), only the basements of the building, imperative dimensions especially the walls and objects inside rooms had to be measure manually. The VRML-constructed rooms of the building are presented in Fig. 2(b)-(d).

Fig. 3 highlights quality of the constructed 3D indoor environment to ensure the realism of the world and the features of the environment are accurately modeled. To convey the naturalness of the real world, image texture was used to improve the realistic of indoor environment. Although it was drawn manually, we believe that in near future the process of modeling would be done automatically.

3.3. VRML Plug-ins / Viewers / Browsers
VRML files can be viewed using a variety of plug-ins freely available on the market[9], such as Cortona VRML Client, SGI CosmoPlayer, WorldView, etc. Aside from

![Fig. 2. 3D indoor environment modeling; (a) CAD floor map of modeled building, 8th floor U-IT building of Dongseo University. (b)-(d) The constructed indoor environment for each room.](image-url)
4. 3D Object Manipulation Via External Authoring Interface (EAI)

The VRML ushered in a new era in computer graphics by providing the first international standard 3D format for the Web. Unfortunately, in many cases, VRML applications had to be extended to include things VRML lacked, such as sophisticated user interface and interactivity, database access, multi-user support, security and system integration support. These important aspects of modern systems were added via a programming interface, called the External Authoring Interface.

The EAI was created due to the need to communicate with VRML scene from outside of that scene. By doing this, the VRML scene is no longer at the center of the architecture, but is more of a resource upon which the primary program can act and to which it can respond. This facility is used extensively in our work to update user's viewpoint and position within the VRML file through Java applet.

4.1. The Anatomy of an EAI Example

In order for Java to be able to manipulate VRML using EAI, the easiest approach is to define the node using the keyword DEF. Java applet includes EAI packages that are included with any VRML plug-in. Java applet communicates with a VRML world by first obtaining an instance of the Browser class. This class is the Java encapsulation of the VRML world. It contains the entire Browser Script Interface as well as the getNode() method, which returns a node given a DEF name string. Only DEF names in the VRML file are accessible.

Once the node instance is obtained from the getNode() method of the Browser class, its EventIns and EventOuts can be accessed. EventIns and EventOuts in VRML are objects which handle specific events for a particular node. If a node generates a particular action, an EventOut is used. If to affect a particular node, EventIn of the node must be manipulated. As shown in Fig. 4, once the node in VRML scene is engaged, translation field in the "object" node can be set through object.getEventIn ("translation"). Thus, the object is then being translated to its new location in the 3D world.

4.2. Handling of VRML scene

Through EAI, all forms of direct communication
import javax.applet.*;
import java.awt.*;
import java.awt.geom.*;

public class system extends Applet {
    Browser browser = null;
    Node objects;
    protected static EventIn<Move3D> set_translation;

    public void start() {
        browser = (Browser)externalBrowser.getBrowser(this, null, 0);
        if (browser != null) {
            // get the handle for the object
            object = browser.getNode("object");
            // get the reference to the set_translation event
            set_translation = (EventIn<Move3D>)object.getEventIn("set_translation");
        }
        set_translation.setValue((Coordinate)coordinate);
    }
}

Fig. 4. Integration between VRML and Java through EAI.

Fig. 5. Handling of VRML scene through EAI.

between VRML and scripting language like Java are possible. In our implementation, only two out of four types of accesses provided are in use: accessing the functionality of the Browser Script Interface and sending events to EventIms of nodes inside the VRML world, as depicted in Fig. 5.

User’s location and viewpoint in 3D environment is periodically updated from Java applet, according to the data provided by indoor location tracking system so that 3D representation is always consistent with the actual user’s view and position in the real world.

4.3. 3D Navigation View

Java and VRML together offer the promise of functionality on the Web that is truly interactive and more usable than the current Web. The technology that bridges VRML and Java is still quite erratic, but with the advances in Java technology, it is possible that in a few years VRML, may be the mainstay of the Web.

VRML file is created beforehand containing all the 3D objects in the indoor environment. An additional approach to relieve navigation limitations of the VRML browser is the hybrid user interface that has been designed to support users with additional features through Java applet.

In our implementation, Java applet can be divided into two functional parts - awt part and EAI part. These two parts work on different activity upon its specific field and they exchange data between each other.

Awt part is the only visible part. Its objective is to display user interface, which to get results displayed. From the functional point of view, this part is responsible for user-computer communication using awt classes, which are included in Java in the standard installation. Dependent on the spatial information retrieved and extracted from indoor location tracking system.

EAI handles the communication between applet and VRML world located at the same Web page. This part of applet just sends processed data for 3D visualization.
into VRML world using EAI. The main disadvantage of EAI is that the virtual world and the applet have to be on the same Web page.

Fig. 6 illustrates the 3D-style interface of the prototype system developed. Three main parts can be easily identified: an upper area where the actual 3D world is visualized with user’s current viewpoint and a lower left area indicating user’s location in the virtual world and a lower right area providing status information about user’s current position.

We did not build a program that has to be installed permanently on client machine. Instead we developed a Java applet class which is downloaded through the Internet and executed within the Web browser on the client side. The only installation effort that appears on the client side is to download and setup a VRML plugin, which extends the Web browser with the capability to display VRML scenes.

A combination of traditional user interfaces item (Java) and the VRML interface was used in order to provide a richer choice of interactions. The main aim was to offer users a structured and easy to manage interface, instead of overwhelming them with a huge amount of windows and options.

5. Experiments and Results

Fundamental test was carried out to observe the accuracy of user location positioning in 3D indoor environments with the aid of indoor location tracking system. In order to conduct the experiment, formerly configured beacons are mounted on the ceiling of the physical indoor environments of our laboratory. The travel path was first decided before the testing which is from U802 to U803 through U807, as shown in Fig. 7.

Apart from that, the quality of the constructed world was evaluated to ensure the realism of the world. Another concern was to test the usability of this 3D graphics whether it benefits the indoor location tracking system in terms of visualization, navigation and performance.

Fig. 7. Travel path set for experimental purpose.

Fig. 8. 3D navigation view with the capability to update user’s position and viewpoint periodically in 3D indoor environment when user travels from U802 to U803 through U807.
The performance concerning the construction and displaying of VRML scene is greatly depends on the client machine's processing power. The performance is slightly different due to the various implementation of VRML plug-ins. To accelerate the displaying and rendering speed, additional 3D graphics hardware is necessary.

According to the usability study, as predictable, users had no difficulty matching objects in the physical world with the 3D representation where 3D model is more recognizable to them than flat 2D representation of reality.

With proposed user positioning scheme, 3D Navigation View reads and extracts useful spatial information from indoor location tracking system and with the latest information, updates user's viewpoint and location in VRML worlds.

The location mapping in 3D environment is highly depends on the accuracy of location determining of indoor location tracking system. The desired accuracy can be achieved only if the spatial information provided by indoor location tracking system is sufficiently fine-grained and precise.

Fig. 8 depicts the result of 3D Navigation View updating user’s position and viewpoint in the virtual 3D indoor environments as user moves freely in physical world. Java applet reads and extracts spatial information from indoor location tracking system when user travels from U802 to U803 through U807 and subsequently updates user’s location and viewpoint in 3D worlds through EAI.

6. Conclusions

Throughout this paper we discussed the advantages of 3D visualization on the internet and how technologies such as Java and VRML can be employed to display user’s viewpoint and location periodically over Internet.

Internet has transformed from a communication system to a global information system. This development has been initiated by the introduction of internet technologies, which provide an easy access for everybody to the variety of multimedia resources. Especially the integration of new standards in programming (Java) and 3D visualization in VRML are leading to a new type of applications for the world wide web.

These features had a vital influence on the design and implementation of the indoor location tracking system. The novel approach of aggregating it with 3D graphics technologies would be one of the solutions for the promise of providing users an interactive and appealing graphical user interface (GUI).

3D Navigation View, the developed GUI for indoor location tracking system was implemented with the aim of providing users a tremendous visualization of physical indoor environments indicating their location and viewpoint. It encapsulates Java applet to obtain spatial information and VRML worlds to display user's location and viewpoint in the 3D indoor environments.
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