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Abstract: In order to control a LTI(Linear Time Invariant) system subjected to system noise and measurement noise, first of all, it is necessary to estimate the state of system with reliability. Kalman filtering technique has been widely used to estimate the state of the stochastic LTI system with stationary noise characteristics because of its estimation ability versus algorithm simplicity. However, it often fails to estimate the state of the LTI system of which system parameter uncertainty exists partly and/or input uncertainty exists. In this paper, a new estimation technique based on Kalman filter is suggested for stochastic LTI system under parameter uncertainty and/or input uncertainty. A fuzzy estimation algorithm against uncertainties is introduced so as to compensate the state estimate filtered by Kalman filter. In order to verify the state estimation performance of the suggested technique, several simulations are accomplished.
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1. Introduction

In order to control a LTI system subjected to system noise and measurement noise, first of all, it is necessary to estimate the state of system with reliability. Kalman filtering technique has been widely used to estimate the state of the stochastic LTI system with stationary noise characteristics [1-2]. Since Kalman gain and filter covariance are computed in off-line and they are converged to small values in steady state, the computation time is relatively short so that a digital implementation can be possible, while the estimation performance is very good.

By the way, Kalman filter often fails to estimate the state of the LTI system whose parameters are partly unknown, because Kalman filter is the model-based estimation theory and it can not completely compensate the part of innovation process caused by the parameter errors. Then, the control system using the estimated state, by separation principle [3], can not naturally present a good control performance. Kalman filter also fails to estimate the state when unknown inputs are exerted. The reason is that Kalman filter with small Kalman gain in steady state can not sufficiently compensate the influence of unknown input although the innovation process has a large value.

In this paper, a new estimation technique is suggested, which can estimate the state of the system with reliability under uncertainties due to system parameter errors and/or unknown inputs. In order to estimate the uncertainties, a fuzzy
estimation algorithm is introduced[4]. The totally estimated uncertainty is fed back as a new input type in Kalman filter algorithm in order to compensate the estimated uncertainty. Several simulations are accomplished to explain all developing procedures and to verify the effectiveness of the suggested estimation algorithm.

2. Parameter uncertain system and Kalman filter
2.1 Parameter uncertain system
A linear LTI nominal discrete-time stochastic system is expressed by the state equation and the measurement equation given as Equation (1).
\[
\begin{align*}
\dot{x}_k &= A\tilde{x}_{k-1} + Bu_{k-1} + Dw_{k-1} \\
\tilde{z}_k &= C\tilde{x}_k + v_k
\end{align*}
\] (1)

where the characteristics of system noise \(w_{k-1}\) and measurement noise \(v_k\) are stationary white Gaussian as following.
\[
\begin{align*}
E[w_{k-1}] &= 0, \quad E[v_k] = 0, \quad E[w_{k-1}v_k^T] = 0, \\
E[w_{k-1}w_{k-1}^T] &= Q_{k-1}, \quad E[v_kv_k^T] = R_k
\end{align*}
\] (2)

A real discrete-time system with parameter uncertainty is described as Equation (3).
\[
\begin{align*}
x_k &= (A + \Delta)x_{k-1} + Bu_{k-1} + Dw_{k-1} \\
z_k &= Cx_k + v_k
\end{align*}
\] (3)

The relationship between the nominal system and the real system is described by the state equation and measurement equation given as Equation (4).
\[
\begin{align*}
\dot{x}_k &= A(\tilde{x}_{k-1} + \tilde{x}_{k-1}) + Bu_{k-1} + Dw_{k-1} \\
\hat{x}_k &= \Delta(\tilde{x}_{k-1} + \tilde{x}_{k-1}) \\
x_k &= \tilde{x}_k + \hat{x}_k \\
z_k &= Cx_k + v_k
\end{align*}
\] (4)

The relationship between the real system output and the nominal system output is expressed as Equation (5).
\[
\begin{align*}
z_k &= C(A + \Delta)(\tilde{x}_{k-1} + \tilde{x}_{k-1}) + CBu_{k-1} + CDw_{k-1} + C\Delta\tilde{x}_{k-1} + C(A + \Delta)\tilde{x}_{k-1} \\
&= CA\tilde{x}_{k-1} + CBu_{k-1} + CDw_{k-1} + C\Delta\tilde{x}_{k-1} + C(A + \Delta)\tilde{x}_{k-1}
\end{align*}
\] (5)

Therefore, the real system output always contains the output error \(z_k\) due to parameter uncertainty.

2.2 Kalman filter for nominal system
Kalman filter algorithm is the model-based estimation algorithm for LTI systems whose stochastic behaviors are stationary. Therefore, it is only implemented for the given mathematically modeled nominal system. The recursive algorithm is described based on Equation (1).
\[
\begin{align*}
\begin{align*}
\hat{x}_k(-) &= A\hat{x}_{k-1}(+) + Bu_{k-1} \\
P_k(-) &= AP_{k-1}(+)A^T + DP_{k-1}D^T \\
K_k &= P_k(-)C^T[CP_k(-)C^T + R_k]^{-1} \\
\hat{x}_k(+) &= \hat{x}_k(-) + K_k[z_k - C\hat{x}_k(-)] \\
P_k(+) &= [I - K_kC]P_k(-) \\
E[x_0] &= \hat{x}_0, \quad E[(x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T] = P_0
\end{align*}
\end{align*}
\] (6)

where \(\hat{x}_k(-)\) means predicted state estimate, \(\hat{x}_k(+)\) filtered state estimate, \(P_k(-)\) a priori covariance, \(P_k(+)\) a posteriori covariance, and \(K_k\) Kalman gain. \(\tilde{x}_0\) and \(P_0\) are initial conditions of estimated state and covariance at \(t = t_0\). The filtered estimate \(\hat{x}_k(+)\) is the sum of the predicted estimate \(\hat{x}_k(-)\) and the compensated part multiplying Kalman gain \(K_k\) by innovation process \([z_k - C\hat{x}_k(-)]\).

2.3 Kalman filter performance test for parameter uncertain system
Consider the following a LTI stochastic discrete-time system.
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\[ x_k = \begin{bmatrix} 0.999 & 0.009 \\ -0.247 & 0.979 \end{bmatrix} x_{k-1} + \begin{bmatrix} 0.001 \\ 0.247 \end{bmatrix} u_{k-1} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} w_{k-1} \]

\[ z_k = [1 \ 0] x_k + v_k \]

\[ w_{k-1} \sim \mathcal{N}(0, 0.05^2), \quad v_k \sim \mathcal{N}(0, 0.05^2) \]  

If parameter uncertainties do not exist, then Kalman filter estimates the system state normally as shown in Figure 1.

![Figure 1: Nominal system output and filtered output by Kalman filter](image)

Now consider the following a LTI stochastic discrete-time system with parameter uncertainties.

\[ x_k = \begin{bmatrix} 0.899 & 0.009 \\ -0.247 & 0.949 \end{bmatrix} x_{k-1} + \begin{bmatrix} 0.001 \\ 0.247 \end{bmatrix} u_{k-1} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} w_{k-1} \]

\[ A = \begin{bmatrix} 0.999 & 0.009 \\ -0.247 & 0.979 \end{bmatrix}, \quad \Delta = \begin{bmatrix} -0.100 & 0.000 \\ 0.000 & 0.030 \end{bmatrix} \]

\[ z_k = [1 \ 0] x_k + v_k \]

\[ w_{k-1} \sim \mathcal{N}(0, 0.05^2), \quad v_k \sim \mathcal{N}(0, 0.05^2) \]  

The nominal system exhibits an under-damped response in Figure 1, while the parameter uncertain exhibits an exponential growing response in Figure 2. In addition, the converged steady state values are different each other. This is often occurred when the mathematical models of ships or underwater vehicles are approximated to the linear time invariant systems, where the real models of them are composed of highly nonlinear terms expressed by hydrodynamic derivatives partly unknown [5,6].

![Figure 2: Parameter uncertain system output and filtered output by Kalman filter](image)

From Figure 2, it is known that Kalman filter fails to estimate the state of the real system with parameter uncertainties. The reason is that \( K_h \), in steady state, converges to so small value that the compensation part of Kalman filter cannot compensate the estimation error due to parameter uncertainties, in spite that the real innovation \( z_k - C \hat{x}_k(\cdot) \) is a large value by substituting \( \tilde{z}_k \) by the real output \( z_k \) in the Kalman filter algorithm.

Therefore, a new estimation algorithm to estimate the state of the parameter uncertain system is required. It is a very important problem in view of the state feedback control aspect.

3. System subjected to unknown input and Kalman filter

3.1 System subjected to unknown input

A linear LTI discrete-time stochastic system with
unknown input is expressed by the state equation and the measurement equation given as Equation (9).

\[
\begin{align*}
\bar{x}_k &= A\bar{x}_{k-1} + B(u_{k-1} + U_{k-1}) + Dw_{k-1} \\
\bar{z}_k &= C\bar{x}_k + v_k
\end{align*}
\] (9)

where \( U_{k-1} \) is an unknown input to the system at \( t = (k-1)T \) and the noise characteristics are assumed to be identical to Equation (2).

The relationship between the nominal system state described by Equation (1) and the real system state described by Equation (9) is expressed as Equation (10).

\[
\begin{align*}
x_k &= Ax_{k-1} + Bu_{k-1} + Dw_{k-1} + BU_{k-1} \\
&= x_k + BU_{k-1}
\end{align*}
\] (10)

And the relationship between the nominal system output and the real system output can be expressed as Equation (11).

\[
\begin{align*}
z_k &= Cx_k + CV_{k-1} + v_k \\
&= Cx_k + CV_{k-1} + \tilde{v}_k \\
&= z_k + \tilde{v}_k
\end{align*}
\] (11)

Therefore, the real system output always contains the output error \( \tilde{z}_k \) due to the unknown input. There are so many illustrated systems under input uncertainties. The navigation ships and underwater vehicles disturbed by wind and current for tracking the desired routes are representative illustrations and drill ships or rigs to maintain their position also good examples[5]. It is very important, in these illustrations, to estimate the magnitude of the total unknown disturbance for route tracking control as well as dynamic position control.

3.2 Kalman filter performance test for partially unknown input system

Simulations were accomplished to discuss the tracking ability of Kalman filter algorithm for the system with unknown input. The nominal system is the same as Equation (7). The information of inputs exerted to the system is as follows.

\[
\begin{align*}
u_{k-1} &= 1, \text{ input during } t \geq 0, \\
U_{k-1} &= -1, \text{ additional input during } 7 \leq t \leq 14, \\
U_{k-1} &= -0.7, \text{ additional input during } t \geq 14,
\end{align*}
\]

where the unit of time is second.

Figure 3 represents the real system output and the estimated output by Kalman filter under the assumption that the input \( U_{k-1} \) is known.

![Figure 3: Filtered output by Kalman filter when input is completely known](image)

As shown in Figure 3, Kalman filter estimates the real output with a good estimation performance substituting \( u_{k-1} \) by \( u_{k-1} + U_{k-1} \) in Equation (6).

Figure 4 represents the real system output and the estimated output by Kalman filter under the assumption that the input \( U_{k-1} \) is unknown. In this case, Kalman filter fails to estimate the real system output and thus the steady state estimation error is revealed.

In this aspect, a new estimation algorithm to estimate the state of the system with unknown input, is required.
4. Suggestion of a new estimation algorithm for uncertainties

4.1 Suggestion of a fuzzy estimation algorithm to estimate Uncertainties

In this section, a fuzzy estimation algorithm for estimating the amount of uncertainties which causes the estimation error of Kalman filter is suggested. Figure 5 is the structure of the fuzzy estimation algorithm [6-7]. The basic information for the fuzzy estimation algorithm is the innovation process $r_k$ which is the real system output $z_k$ subtracted by the predicted output $\hat{z}_k$.

The notations used in Figure 5 are as follows.

$r_k = z_k - \hat{z}_k$, $\hat{r}_k = GE \times r_k$
$r_{rk} = r_k / T$, $\hat{r}_{rk} = GR \times r_{rk}$
$r_{ak} = [r_k - r_{k-1}] / T$, $\hat{r}_{ak} = GA \times r_{ak}$

$GE = L / r_k$, $GR = L / r_{rk}$, $GA = L / r_{ak}$

$GU = 4 / GR$, $dU = dU_1 + dU_2$

$$\hat{U}_k = GU \times dU$$

Here $r_k$ is innovation, $r_{rk}$ is $r_k$ divided by $T$, $r_{ak}$ is rate of $r_k$, and $T$ is sampling time. $GE$, $GR$, and $GA$ are input scalers for normalizing fuzzy input $r_k$, $r_{rk}$, and $r_{ak}$. $GU$ is output scaler of the fuzzy output $dU$. $\hat{U}_k$ is the estimated uncertainty.

$L$ is the design parameter for normalizing inputs.

Figure 6 represents the input fuzzifications of the suggested fuzzy estimation algorithm and Figure 7 represents the output fuzzifications of the suggested fuzzy estimation algorithm.
Fuzzy estimation rules of the fuzzy estimation block 1 for uncertainty estimation are as follows.

\((R1)_1: IF \ r_{\text{rk}}^* = EP \ and \ r_{\text{rk}} = RP, \ U_1 = OP\)
\((R2)_1: IF \ r_{\text{rk}}^* = EP \ and \ r_{\text{rk}} = RN, \ U_1 = OZ\)
\((R3)_1: IF \ r_{\text{rk}}^* = EN \ and \ r_{\text{rk}} = RP, \ U_1 = OZ\)
\((R4)_1: IF \ r_{\text{rk}}^* = EN \ and \ r_{\text{rk}} = RN, \ U_1 = ON\)

Fuzzy estimation rules of the fuzzy estimation block 2 for uncertainty estimation are as follows.

\((R1)_2: IF \ r_{\text{rk}}^* = RP \ and \ r_{\text{rk}} = AP, \ U_2 = OPM\)
\((R2)_2: IF \ r_{\text{rk}}^* = RP \ and \ r_{\text{rk}} = AN, \ U_2 = ONM\)
\((R3)_2: IF \ r_{\text{rk}}^* = RN \ and \ r_{\text{rk}} = AP, \ U_2 = OPM\)
\((R4)_2: IF \ r_{\text{rk}}^* = RN \ and \ r_{\text{rk}} = AN, \ U_2 = ONM\)

\(U_1\) and \(U_2\) stand for the fuzzy outputs of fuzzy rules in the fuzzy estimation block 1 and block 2, respectively.

If the center of area method as defuzzification algorithms is applied to each estimation block to compute \(\hat{U}_i\), the results are arranged, the estimated uncertainty \(\hat{U}_k\) is computed by Equation (13).

\[
\hat{U}_k = K_r r_k + K_p r_{rk} + K_a r_{ak}
\]

\[K_r = 0.5 \times GU \times GE \]
\[K_p = 0.5 \times GU \times GR \]
\[K_a = 0.25 \times GU \times GA \]

The procedure to obtain the result Equation (13) based on Figure 5 is addressed precisely in [6,7].

4.2 Test for uncertainty presence

As discussed in section 2 and 3, Kalman filter estimates the state of the LTI system with reliability in case uncertainties do not exist. In this case, the fuzzy estimation algorithm is no longer needed and it is desirable to use Kalman filter only. When uncertainties exist in the system, Kalman filter fails to estimate the real state and the value of innovation process increases.

In this paper, a method based on innovation process is used as a test method of uncertainty presence. Figure 8 shows the test method on uncertainty presence.

\[S = \sum_{i=0}^{N} |r_{k-i}|^2 \]

\(S \geq \eta\)

\[\hat{U}_k\]

Figure 8: Test for uncertainty presence

\(S\) is the sum of square of \(r_{k-i}\) for \(i = 0,1,\ldots,N\). \(N\) is a finite window length and \(\eta\) is a threshold that are decided by a fuzzy estimation algorithm designer, under considering the performance, the sensitivity, and the stability in generating \(\hat{U}_k\) simultaneously.

4.3 A new estimation algorithm based on Kalman filter

The total amount of uncertainty caused by partially unknown parameters and unknown inputs can be estimated by the suggested fuzzy estimation algorithm. By using this estimated amount, a new estimation algorithm based on Kalman filter can be composed, in order to estimate the state of the stochastic LTI system subjected to uncertainties.

\[
\hat{x}_k(-) = A \hat{x}_{k-1}(+) + B(u_{k-1} + \hat{U}_{k-1})
\]
\[
P_k(-) = AP_{k-1}(+)A^T + DQ_{k-1}D^T
\]
\[
K_k = P_k(+)C^T(CP_k(-)C^T + R_k)^{-1}
\]
\[
\hat{x}_k(+) = \hat{x}_k(-) + K_k[\hat{z}_k - C \hat{x}_k(-)]
\]
\[
P_k(+) = [I - K_kC]P_k(-)
\]
\[
\hat{U}_k = K_r r_k + K_p r_{rk} + K_a r_{ak}
\]

The nominal state \(\hat{x}_k\) of Kalman filter based on
the mathematical model is substituted by the state $\hat{x}_k$ compensated by the estimated uncertainty. The nominal measurement output $\hat{z}$ is also substituted by the output $\hat{z}_k$ compensated by the estimated uncertainty.

5. Simulations to verify the estimation performance

Several simulations were executed to verify the estimation performance of the suggested estimation algorithm under uncertainties.

It was shown that Kalman filter failed to estimate the state of the system with parameter uncertainties in Figure 2. Figure 9 shows the simulation result when the suggested estimation algorithm is applied to the uncertain parameter system given by Equation (8). The first figure is the estimation result of the standard Kalman filter and the second is the result of the suggested estimation algorithm. As shown in figure, the suggested method estimates the real state of the system with parameter uncertainties.

Figure 9: The estimation result of the suggested algorithm for parameter uncertain system

In case that the unknown inputs are exerted on the stochastic LTI system, Kalman filter failed to estimate the real state of the system as shown in

Figure 4. Figure 10 shows the simulation result when the suggested estimation algorithm is applied to the same system with unknown input.

Figure 10: The estimation result of the suggested algorithm for unknown input system

The first of Figure 10 is the estimation result of the standard Kalman filter and the second is the result of the suggested estimation algorithm. As shown in figure, the suggested method estimates the real state of the system with the unknown input.

6. Conclusions

In this paper, a new estimation algorithm based on Kalman filter was suggested. Through several simulations, it was verified that the suggested method can estimate the state of the system under uncertainties such as parameter uncertainties and/or unknown inputs. A fuzzy estimation algorithm plays an important role to estimate the amount of uncertainty. The total estimated uncertainty was fed back as if a new input were exerted to Kalman filter algorithm.
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