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Abstract This paper compares the two- and three-dimensional (2D and 3D) approaches for the numerical determination of the equivalent mechanical properties of fractured rock masses. Both orthogonally-fractured model and discrete fracture networks (DFN) were used for the geometry and 2D models were cut in various directions from 3D model to compare their mechanical properties. Geological data were loosely based on the data available from Sellafield, UK. Analytical method based on compliance tensor transformation was used for investigation in orthogonally fractured rock and numerical experiments were conducted on fractured rock mass with DFN geometry. It is shown that 2D approach always overestimates the elastic modulus of fractured rock masses by a factor of up to around two because fractures are assumed to be perpendicular to the model plane in 2D problems. Poisson ratios tend to have larger values in 2D analysis while there is opposite trend in some sections. The study quantitatively demonstrates the limitation of the 2D approach that uses the simplified model from true 3D geometry.
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1. INTRODUCTION

Determination of rock mass properties is an indispensible first step for any rock engineering analysis of civil, petroleum, mining or other geo-environmental applications where knowledge of the mechanical behaviour of rock mass is essential; however, determining the mechanical
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Properties of rock mass have been a long-standing difficulty because the mechanical properties of rock that obtained from the laboratory differ from those of rock mass due to the presence of discontinuous fractures in the rock mass.

Rock mass properties are commonly determined by empirical methods, such as RMR, Q or GSI (Bieniawski, 1978; Barton, 2002; Hoek and Brown, 1997). Despite their practical usefulness, these methods are basically indirect methods, reflecting the fact that the direct measurement of the rock mass properties is difficult due to the largeness of scale in the order of more than a few meters and the control of boundary conditions. Major drawbacks of these empirical methods using rock mass classification include their inability to consider anisotropy and stress-dependency in addition to the subjective nature of their processes.

The idea of conducting ‘numerical’ experiments has been implemented with some success (Min and Jing, 2003). Compared to empirical methods, numerical experiments have some distinct advantages. The DFN-DEM (Discrete Fracture Network – Discrete Element Method) approach has been used as a numerical experiment, and this approach uses fracture system realizations as geometric models of the fractured rock masses and conducts numerical experiments using a DEM program, UDEC (Universal Distinct Element Codes, Itasca, 2000). Summary and discussion of these methods are presented in previous studies (Min and Jing, 2003; Min and Stephansson, 2004; Min and Stephansson, 2011).

The advantage of this DFN-DEM approach is that numerical experiments can be conducted multiple times with complete control of boundary conditions. This advantage puts us in a good position to consider the anisotropy and stress-dependency of fractured rock masses, both of which cannot be considered by empirical methods. Anisotropy can be significant because of the prevalent fractures that may contribute to the directional properties of fractured rock mass. Moreover, the mechanical properties of rock masses are dependent on the in situ stress, which is a direct function of depth. Martin et al. (2003) re-evaluated the extensometer results at the Olympic Ice Hockey Cavern in Gjøvik, Norway using a continuum model with equivalent rock mass modulus, and they showed that predictions of rock mass modulus from rock mass classification were far smaller than the measured results, and that accurate prediction was possible only when adjustments considering the nonlinear deformation of fractures were made. This stress-dependency of mechanical properties can be more effectively investigated by numerical experiments as shown in Min and Jing (2004).

These numerical experiments have been conducted in two and three dimensions (Min and Jing, 2003; Thoraval and Renaud, 2003). When it comes to the modeling of rock mass with numerous fractures, it should be noted that the geometry is simplified in this two-dimensional (2D) modeling and 2D analysis is a choice of compromise (Johansson et al., 1991). The fractures used in the 2D analysis are actually simplified to have strikes that are only normal to the model plane; however, there are more applications in 2D than in three dimensions (3D), which is mainly due to the lengthy computing time required for 3D computation. The two-dimensional approach has an advantage in terms of computing time, even with a relatively large number of fractures; however, it should be applied with the awareness of the limitations involved in the simplifications of fracture geometry. Indeed, the three-dimensional approach is more complete; however, it still has some limitations in terms of computing time when it involves large number of fractures. This aspect will hopefully be overcome in the near future.

To the authors’ knowledge, a quantitative comparison of two- and three-dimensional approaches has not been conducted so far, and a more systematic comparison is necessary. The objective of this paper is therefore to compare the 2D and 3D approaches in order to evaluate the limitations of the 2D approach in terms of the numerical determination of the mechanical properties of a fractured rock mass.

2. THEORY – CONSTITUTIVE EQUATION FOR MECHANICAL BEHAVIOR OF FRACTURED ROCK MASS

The constitutive relation for general linear elasticity can be expressed as (Lekhnitskii, 1963; Min and Jing, 2003)
\[ e_{ij} = S_{ijkl} \sigma_{kl} \] (1)

where \( e_{ij} \) and \( \sigma_{ij} \) are strain and stress tensors of a second-order rank, respectively. \( S_{ijkl} \) is the compliance tensor of a fourth-order rank, involving 21 independent coefficients. By adopting a contracted matrix form of \( S_{ijkl} \), Eq. (1) can be expressed as

\[
\begin{pmatrix}
\varepsilon_x \\
\varepsilon_y \\
\varepsilon_z \\
\gamma_{xty} \\
\gamma_{xsz} \\
\gamma_{xyz}
\end{pmatrix} =
\begin{pmatrix}
S_{11} & S_{12} & S_{13} & S_{14} & S_{15} & S_{16} \\
S_{21} & S_{22} & S_{23} & S_{24} & S_{25} & S_{26} \\
S_{31} & S_{32} & S_{33} & S_{34} & S_{35} & S_{36} \\
S_{41} & S_{42} & S_{43} & S_{44} & S_{45} & S_{46} \\
S_{51} & S_{52} & S_{53} & S_{54} & S_{55} & S_{56} \\
S_{61} & S_{62} & S_{63} & S_{64} & S_{65} & S_{66}
\end{pmatrix}
\begin{pmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\tau_{xty} \\
\tau_{xsz} \\
\tau_{xyz}
\end{pmatrix}
\] (2)

where matrix \( S_{ij} \) is called the ‘compliance matrix’ and the above equation is called ‘generalized Hooke’s law’ (Lekhnitskii, 1963). The symbols \( \varepsilon_i \) and \( \gamma_{ij} \) \((i, j = x, y, z)\) denote the normal and shear strains, respectively, and symbols \( \sigma_i \) and \( \tau_{ij} \) \((i, j = x, y, z)\) denote the normal and shear stresses, respectively. The compliance matrix can be described explicitly by giving the physical meaning of each element as combinations of elastic moduli, Poisson ratios, shear moduli and other technical constants of the solids.

When the compliance tensor is expressed in matrix form, following mapping operation with a 6-by-6 matrix is introduced in a simplified form (Lekhnitskii, 1963)

\[ S'_{ij} = S_{mn} q_{mi} q_{nj} \] (3)

where \( S'_{ij} \) is the compliance matrix in the transformed axes and \( S_{mn} \) is the compliance matrix in the original axes, respectively. The components of the \( q_{ij} \) matrix are composed of directions and their combinations (Min and Jing, 2003).

In most practical cases, anisotropic rocks are modeled as orthotropic or transversely isotropic materials in a coordinate system attached to their directions of symmetry. A material that has three orthogonal planes of elastic symmetry at each point is called ‘orthotropic’ (Lekhnitskii, 1963). For orthotropic material, generalized Hooke’s law Eq.(2) has the following form,

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{E_x} & \frac{1}{E_y} & 0 & 0 & 0 \\
0 & \frac{1}{E_y} & \frac{1}{E_x} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{G_{xy}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{G_{xz}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{G_{yz}}
\end{pmatrix}
\begin{pmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\tau_{xty} \\
\tau_{xsz} \\
\tau_{xyz}
\end{pmatrix}
\] (4)

Where \( E_x, E_y \) and \( E_z \) are the elastic moduli with respect to directions \( x, y, \) and \( z \), respectively. \( G_{yz}, G_{xz}, \) and \( G_{xy} \) are the shear moduli for elastic symmetry planes, which are parallel to the \( yz, zx, \) and \( xy \) planes, respectively. The Poisson’s ratios \( \nu_{ij} \) determines the ratio of strain in the \( j \) direction to the strain in the \( i \) direction.

The compliance tensor of a rock mass with three sets of orthogonal persistent fractures in threedimension (Figure 1) is constructed by superimposing the fracture constitutive relations on the compliance matrix of intact rock, by treating the rock mass as an orthotropic elastic material (Amadei and Goodman, 1981; Min and Jing, 2003).

**Fig. 1.** Simplified diagram for the reference axes and rock blocks. Explanations of parameters are given in the text (Min and Jing, 2003).
3. METHODOLOGY– NUMERICAL EXPERIMENTS IN TWO AND THREE DIMENSIONS

A new upscaling method has been proposed to determine the equivalent mechanical properties of a fractured rockmass. This method is based on the 2D or 3D numerical simulations of the behaviour of a “sample” of fractured rockmass subjected to different mechanical boundary conditions. The simulations are defined in order to determine the equivalent compliance tensor of a fractured rockmass. RESOBLOK (Heliot, 1988) was used to generate the 3D fracture network or 2D fracture network on cross-sections, and UDEC and 3DEC (Itasca Consulting Group, 1994; Damjanac, 1994) were used to make the mechanical computations in 2D and 3D, respectively (Figure 2).

3.1 Generation of the fracture network

The fracture geometries chosen for this study were of two types – orthogonally fractured rock masses with persistent fractures and discrete fracture network (DFN) models generated by Monte Carlo simulation. Geological data used for the DFN models are loosely based on the site investigation at Sellafield undertaken by Nirex, UK. A realistic fracture network is generated using DFN generator, RESOBLOK (Heliot, 1988), and its geometry is passed on to UDEC/3DEC (Universal Distinct Element Method Codes in 2D and 3D) for the calculation of equivalent properties in fractured rock masses.

For the orthogonally fractured rock masses, a mechanical compliance tensor can be determined by the analytical solution, and the comparison can be readily made. This investigation of the simple orthogonal model can provide insight into the investigation of more complex DFN models.

For the DFN models, a series of 2D sections is cut along the 3D DFN models and equivalent properties in 2D sections and 3D DFN models are compared. Compliance tensors of 2D sections vary along the cross-sections. The code used to generate the fracture network (RESOBLOK) is based on the assumption that the fracture can be considered as a polygon. This code is able to make deterministic or stochastic simulations.

The following assumptions are made in terms of fracture statistics. Fracture density (i.e., number of fractures per unit volume of rock – \( P_{31} \)) is assumed to follow Poisson’s law. Fracture orientation is assumed to follow Fisher distribution. Average dip and dip direction, as well as the Fisher coefficient, have to be given for the different fracture sets. Fracture length is assumed to follow a power law distribution of the form \( N=CL^{-D} \), where \( N \) is the number of fractures that are equal to or greater than a given trace length \( L \), \( D \) is the fractal dimension, and \( C \) is a constant. Figure 3 shows the parent 3D DFN model used for this study.

A specific command of RESOBLOK is used to generate a 3DEC file that includes all information regarding fracture network geometry. 3DEC does not allow the generation of the fractures that stop inside a block. During the 3DEC cutting process, the plane where the...
Fig. 3. 3D and 2D Discrete Fracture Networks generated by RESOBLOK. The side length of the model is 5 m. (a) 3D DFN model, (b) 2D DFN models cut along and normal to x-axis, (c) 2D DFN models cut along and normal to y-axis, (d) 2D DFN models cut along and normal to z-axis. The cut section coordinate are shown below the 2D DFN models.
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RESOBLOK polygonal fracture is lying is continued up to the next fracture (or block face); however, 3DEC automatically distinguishes 2 zones (from information output from RESOBLOK): an active zone inside the polygon area (real joint) and an inactive zone outside the polygon (fictitious joint). So, 3DEC is able to give different properties to real joints and fictitious joints.

2D fracture networks corresponding to the intersection of the 3D fracture network were generated with a given cross-section. For the purpose of comparing 2D and 3D, eleven cross-sections were cut in each of the three orthogonal directions.

3.2 Numerical experiments for mechanical compliance tensor

To determine all of the tensor terms with 3DEC, six sets of boundary conditions have to be applied (Figure 4). For normal stress change (Figure 4 (a)), an initial state of stress ($\sigma = 10^6$ Pa) is applied to the model, and a constant stress increment ($\Delta \sigma = 10^5$ Pa) is applied on the grey faces. For shear stress change (Figure 4 (b), an initial state of stress ($\sigma =10^6$ Pa) is applied to the model and a constant stress increment ($\Delta \tau = 10^5$ Pa) is applied on the grey faces. Figure 5 shows the boundary conditions for 2D approach and detailed explanation can be found in Min and Jing (2003).

During each 3DEC run, the average strain tensor is computed from displacement differences between opposite faces of the model and 100 pairs of points are used for each strain term.

In order to calculate the 21 independent component of compliance matrix or stiffness matrix, we need six set of boundary conditions. When six sets of boundary conditions are imposed and counterpart responses (i.e., stress when that strain boundary condition is applied and vice versa) are measured, the eq.(2) becomes as follows.

$$\begin{bmatrix}
S_{11} & S_{12} & S_{13} & S_{14} & S_{15} & S_{16}
\end{bmatrix}
\begin{bmatrix}
\sigma_{x}^{(1)} & \sigma_{y}^{(1)} & \sigma_{z}^{(1)} & \tau_{xy}^{(1)} & \tau_{xz}^{(1)} & \tau_{yz}^{(1)}
\end{bmatrix}
=\begin{bmatrix}
\sigma_{1} & \sigma_{2} & \sigma_{3} & \tau_{12} & \tau_{13} & \tau_{23}
\end{bmatrix}
$$

In other words,

$$[\varepsilon] = [S][\sigma]$$

Hence, the compliance matrix can be obtained as follows.

$$[\varepsilon][\sigma]^{-1} = [S]$$

The obtained compliance matrix must be symmetric, and asymmetric parts are considered to be related to numerical errors.

If we have more than 6 sets of boundary conditions, then we have more equations than unknowns, i.e., the
The problem needs to be solved through the least square method. For that case, the following procedure is suggested.

\[ [\varepsilon] = [S][\sigma] \]
\[ [\varepsilon][\sigma]^T = [S][\sigma][\sigma]^T \]
\[ [\varepsilon][\sigma]^T [\sigma][\sigma]^T = [S] \]  \hspace{1cm} (8)

For the case of two-dimensional plane strain condition, the following equations hold (Min and Stephansson, 2011).

\[
\begin{pmatrix}
\varepsilon_{xx} \\
\varepsilon_{yy} \\
\gamma_{xy}
\end{pmatrix}
=
\begin{pmatrix}
S_{11} & S_{12} & S_{13} & S_{16} \\
S_{21} & S_{22} & S_{23} & S_{26} \\
S_{31} & S_{32} & S_{33} & S_{36}
\end{pmatrix}
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{xy}
\end{pmatrix}
\]  \hspace{1cm} (9)

where \( S_{11} \) (\( S_{31} \)), \( S_{23} \) (\( S_{32} \)), \( S_{33} \) and \( S_{36} \) are pre-determined by the geometry of the 2D sample.

\[
\begin{pmatrix}
\varepsilon_{xx}^{(1)} \\
\varepsilon_{yy}^{(1)} \\
\gamma_{xy}^{(1)}
\end{pmatrix}
=
\begin{pmatrix}
S_{11} & S_{12} & S_{13} & S_{16} \\
S_{21} & S_{22} & S_{23} & S_{26} \\
S_{31} & S_{32} & S_{33} & S_{36}
\end{pmatrix}
\begin{pmatrix}
\sigma_{xx}^{(1)} \\
\sigma_{yy}^{(1)} \\
\sigma_{xy}^{(1)}
\end{pmatrix}
\]  \hspace{1cm} (10)

In other words,

\[ [\varepsilon] - [S][\sigma] = [S][\sigma] \]  \hspace{1cm} (12)

The compliance matrix is solved as

\[ [\varepsilon][\sigma]^{-1} - [S] = [S][\sigma][\sigma]^{-1} = [S] \]  \hspace{1cm} (13)

The removed term of \( \varepsilon_{zz} \) may be used for error checking of the conceptualized parameters for \( S_{13} \), \( S_{12} \), \( S_{33} \) and \( S_{36} \).

\[ \varepsilon_{zz} = 0 = S_{13} \sigma_{xx} + S_{12} \sigma_{yy} + S_{33} \sigma_{zz} + S_{36} \sigma_{xy} \]  \hspace{1cm} (14)

4. EVALUATION OF EQUIVALENT COMPLIANCE TENSOR

4.1 2D and 3D computation from analytical solutions

4.1.1 Elastic moduli and Poisson’s ratio of 3D model

In this section, the comparison of 2D and 3D analyses are made analytically. Since the mechanical compliance tensor is a fourth-order tensor, the variation of each mechanical property (e.g., elastic modulus, Poisson’s ratio) can be readily evaluated by transforming the tensor using equation (3). The geometry of the model is the same as in Figure 1 with spacing of 0.5 m and elastic modulus and Poisson's ratio of intact rock were 84.6 GPa and 0.24, respectively. Three fracture sets were considered with normal stiffness and shear stiffness as 434 GPa/m and 43.4 GPa/m, respectively. Figure 6 shows the variation of elastic moduli in different orientations in 3D. The distance from the center of the solid block to the surface corresponds to the magnitude of the equivalent elastic modulus and the direction from the center to the surface correspond the direction of elastic modulus measurement. The largest and smallest elastic moduli shown in the figure correspond to around 61 GPa and 23 GPa, respectively. The maximum value occurs in x, y, and z axes direction because fractures exist normal to these axes. Isotropic rock would show a complete sphere and substantial change of elastic modulus with change of orientation for anisotropic rock is evident in the figure as the six-legged structure.

Variations of normalized elastic modulus with respect to the choice of planes are shown Figure 7. Figure 7 (a) shows the case when model planes are perpendicular to the x, y, and z axes.
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Fig. 7. Normalized elastic modulus of orthogonally fractured rock masses: (a) rotation in perpendicular plane, (b) rotation in inclined plane

Fig. 8. Poisson’s ratio of orthogonally fractured rock in three-dimensional form

4.1.2 Comparison of 2D and 3D analysis

Comparison of 2D and 3D analysis was made using the analytical solution. Figure 10 shows three models for the study. Each model is rotated around the z-axis. For case 1, 2D and 3D analysis show identical results when the model is rotated around the z-axis. This is due to the fact that 2D analysis implicitly assumes that the model plane and fracture plane are a exactly perpendicular each other, and this assumption is still valid in the 3D model, as can be seen in case 1.

In case 2, however, the original model is rotated in such a way that the dip direction of the front face is 45 degrees, as compared to 0 degree in case 1. In this case, the assumption of 2D analysis is no longer valid and there must be some errors when we perform 2D analysis because fractures in 3D are not perpendicular...
Fig. 9. Poisson’s ratio of orthogonally fractured rock: (a) rotation in perpendicular plane, (b) rotation in inclined plane to the 2D model plane. Similarly, in case 3, the original model is rotated in such a way that the both dip and dip direction of the front face are 45 degrees. It is anticipated that there can be even bigger errors in this case.

Figure 11 and Figure 12 show the normalized elastic-modulus and Poisson’s ratio calculated by 2D and 3D analysis. Elastic moduli are always overestimated by 2D analysis because 2D geometry only considers the stiffest case in 3D geometry as was demonstrated in Figure 10 (b) and (c).

Poisson’s ratio tends to be overestimated by 2D analysis, except for some ranges of rotation angles in case 2. In case 3, Poisson’s ratio shows a consistent overestimation because of the exaggerated sliding in lateral direction in 2D.

This analysis on orthogonally fractured model shows that the limitations of 2D approximation must be properly considered.

4.2 2D and 3D Numerical Experiments on Discrete Fracture Network

Stiffness tensor $T_{ijkl}$ has been first determined with and without prolongation of the joint to the next joint, while all of the cutting planes generated by 3DEC are assumed to be active. The results at 5-m scale are shown in Figure 13 together with 2D results. Results at different scales of 2 m, 3 m, 4 m, and 5 m of side length of
cubic model were compared, and the differences were determined to be below 10%. Calculated stiffness matrix, which is an inverse matrix if compliance matrix, is as follows in the unit of GPa.

\[
\begin{pmatrix}
39.84 & 18.55 & 18.93 & -3.15 & -2.83 & 0.30 \\
18.68 & 41.16 & 18.05 & -4.53 & 0.87 & -4.60 \\
19.31 & 18.25 & 32.78 & 0.33 & 0.31 & 0.56 \\
-1.55 & -2.27 & 0.22 & 19.94 & -0.63 & 0.76 \\
-1.37 & 0.46 & 0.23 & -0.69 & 17.16 & -0.47 \\
0.15 & -2.35 & 0.34 & 0.71 & -0.40 & 15.74
\end{pmatrix}
\]

Elastic moduli in cross-sections cut along the x-, y- and z-axes are shown in Figure 13. The values are normalized with respect to the elastic modulus of intact rock (84.6 GPa). The normalized elastic moduli are about 40 to 70% of intact rock, and some changes were observed with the selection of model plane. Considering that the elastic modulus in the 3D approach was about 24% to 33%, the elastic modulus in the 2D approach was much higher. The reason for this observation is the same as the case with orthogonal fracture sets. 2D approach implicitly assumes that fractures are perpendicular to the model plane, which is the stiffest possible case in a given 3D model.

Poisson’s ratios in cross-sections cut along x-, y- and z-axes are shown in Figure 14. For Poisson’s ratio $\nu_{xy}$
Fig. 13. Normalized elastic moduli in 3D and 2D. (a) x-direction, (b) y-direction, (c) z-direction. 2D cross sections were cut normal to x-, y- or z-axes in 0.5 m intervals.

Fig. 14. Poisson’s ratio in 2D and 3D. (a) $\nu_{xy}$, (b) $\nu_{xz}$, and (c) $\nu_{yz}$. Cross-sections cut along the x-, y- and z-axes. 2D cross sections were cut normal to x-, y- or z-axes in 0.5 m intervals.
which is defined as the ratio of y-directional strain to x-directional strain under x-directional loading. 2D computation showed much greater values than 3D computation. However, somewhat mixed results were obtained for Poisson’s ratios $\nu_{xz}$ and $\nu_{yz}$. Further study is needed in order to unveil the exact mechanism of Poisson’s ratio variation in fractured rock mass.

5. CONCLUSION

This paper compares the 2D and 3D approaches in order to evaluate the limitations of the 2D approach in terms of the numerical determination of the mechanical properties of a fractured rock mass. The results show the quantified error involved in applying 2D approximation for the determination of equivalent properties of fractured rock masses. In equivalent anisotropic medium, mechanical properties vary depending on the model plane.

2D computation is conducted assuming that the fractures are perpendicular to the model plane. In general, this overestimates the elastic modulus. Poisson’s ratio is overestimated or underestimated depending on the orientation of the cut plane. From the investigations of the analytical solution, it was shown that there are more chances for overestimation in a 2D model.

In DFN models, it is shown that elastic moduli calculated by 2D calculation are bigger than those calculated by 3D calculation. In many cases, the differences were more than a factor of two. There were differences in terms of Poisson’s ratio, and very high Poisson’s ratios in the 2D calculation were not consistently observed in the 3D calculation.

This study quantitatively demonstrated the limitations of the 2D approach for the determination of equivalent mechanical properties of fractured rock mass. Further work is possible by extending the current approach for the calculation of equivalent permeability.
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