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Abstract

This study confirms that the regression model of endpoint of interval outputs is not identical with that of the other endpoint of interval outputs in interval regression models proposed by Tanaka et al. (1987) and constructs interval regression models using the best regression model given by variable selection. Also, this paper suggests a method to minimize the sum of lengths of a symmetric difference among observed and predicted interval outputs in order to estimate interval regression coefficients in the proposed model.

Some examples show that the interval regression model proposed in this study is more accuracy than that introduced by Inuiguchi et al. (2001).
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1. 서론

 자연과학, 공학, 그리고 사회과학 등 여러 분야에서 독립변수와 종속변수 사이의 함수적인 관계를 규명하고 설명하기 위하여 수학적 모형을 가정하고, 구체된 자료를 이용하여 제안된 모형을 추정하고 분석하는 방법을 회귀분석이라 한다. 회귀분석에 사용되는 종속변수는 키와 몸무게, 수입과 지출, 일조량과 수확량 등과 같이 수로 표현되는 경우로 있지만 때로는 주식정보, 혈압, 그리고 비행기의 이륙과 착륙에 대한 정보를 제공하는 시점이나 운동과 같은 한 변수의 성질을 일정한 범위로 설명하는 종속변수는 수가 아닌 구간으로 표현되는 경우도 존재한다. 따라서 종속변수가 구간으로 표현되는 회귀모형인 구간회귀모형(interval regression model)에 대한 통계적인 성질을 연구할 필요가 있다.

Tanaka 등(1987, 1992)은 종속변수가 구간으로 표현되는 다음의 구간회귀모형

\[ Y_i = A_1 x_{i1} + \cdots + A_p x_{ip} \]  

과 수치해석적인 모형추정방법을 소개하였다. 구간회귀모형 (1.1)에서 \( x_{ij} \)는 양수인 독립변수이고, \( Y_i = \{x : l_{yi} \leq x \leq r_{yi}\} \)는 구간으로 표현된 종속변수이며, \( A_j = \{x : a_{ij}^l \leq x \leq a_{ij}^r\} \)는 구간회귀계수(interval regression coefficient)이다. 그리고 \( Y_i \)와 \( A_j \)는 각각 \([l_{yi}, r_{yi}]\) 와 \([a_{ij}^l, a_{ij}^r]\)로 표시한다(Hwang과 Seo (1989)를 참조).
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그러나 구간회귀모형의 양 끝점에 대한 회귀모형이 반드시 일치하지 않는 경우도 있다. 독립변수와 주어진 구간의 한쪽 끝점에 대한 회귀모형은 이차식이지만 또 다른 끝점에 대한 회귀모형은 지수식이나 일차식이라고도 존재한다. 회귀분석에서 사용되는 이분선성처럼 구간회귀계수의 한쪽 끝점에 대한 회귀모형은 선형이지만 주어진 구간의 길이에 대한 회귀모형은 상수가 아닌 경우도 존재한다(Chen (1999)을 참조). 따라서 구간회귀계수의 양 끝점에 대한 수학적 관계가 반드시 일치할 필요는 없으며 적합하지 않은 회귀모형을 이용함으로 잘못된 구간회귀모형을 추정할 수도 있다. 또한 독립변수와 길이에 대한 회귀모형은 (1.1)과 같이 선형으로 표현됨으로 독립변수의 값이 증가할수록 추정된 구간의 길이도 증가하는 경우도 존재한다. 추정된 구간회귀모형의 정확성을 추정된 구간의 길이에 영향을 받을 것으로 구간으로 추정된 모형의 정확성을 높이기 위하여 주어진 증폭변수의 값이와 독립변수에 대한 적재적 반응함수를 이용할 필요가 있다.
본 논문에서는 구간회귀모형에서 주어진 구간회귀모형의 양 끝점에 대한 회귀모형이 일치하지 않는 경우가 있음을 확인하고, 회귀분석에서 사용하는 변수선택법을 이용하여 주어진 독립변수와 구간회귀모형의 결과값에 대한 적절한 회귀모형을 유도한다. 그리고 구간회귀모형의 결과값에 대한 적절한 회귀모형을 이용하여 관측된 구간과 예측된 구간에 대한 대응값의 길이를 최소화하는 구간최소제곱법으로 구간회귀모형을 추정한다. 또한 예제를 통하여 Inuiguchi 등(2001)이 추정한 구간회귀모형과 비교하여 본 논문에서 제시된 추정법의 정확성을 조사한다.

2. 구간회귀모형
본 절에서는 구간에 대한 기본적인 연산과 특별한 연산에 대한 결과를 제시하고, 구간회귀모형의 양 극값에 대한 회귀모형이 반드시 일치하지 않을 수 있음을 확인한다. 그리고 구간에 대한 대칭차의 길이를 최소화하는 방법으로 구간회귀모형을 추정한다.

두 구간 \( I_1 = [l_1, r_1] \) 와 \( I_2 = [l_2, r_2] \)에 대한 연산의 정의, 민코브스키 차(Minkowski difference, \( \ominus_M \)) 그리고 대칭차(symmetric difference, \( \Delta \))는 다음과 같다. 여기서 \( I^C \)는 구간 \( I \)의 여집합(complement set)이고, \( k \)는 실수이며 \( \alpha \)와 \( \beta \)는 각각 집합 \( \{l_1 l_2, l_1 r_2, r_1 l_2, r_1 r_2 \} \)의 최소값과 최대값이다.

\[
\begin{align*}
(p_1) \quad [l_1, r_1] \pm k &= [l_1 \pm k, r_1 \pm k] , \\
(p_2) \quad k \cdot [l_1, r_1] &= [kl_1, kr_1] \text{ if } k \geq 0 , [kr_1, kl_1] \text{ if } k < 0 , \\
(p_3) \quad I_1 \ominus_M I_2 &= \bigcap s(I_1 - s) \text{ for } s \in I_2 , \\
(p_4) \quad I_1 \Delta I_2 &= (I_1^C \cap I_2) \cup (I_1 \cap I_2^C) , \\
(p_5) \quad I_1 \cdot I_2 &= [\alpha, \beta] .
\end{align*}
\]

이제 구간회귀모형의 양쪽 극값에 대한 회귀모형에 대하여 알아보자. 구간에 대한 기본적인 연산의 결과로부터 Tanaka 등(1987)이 제시한 구간회귀모형 (1.1)의 양쪽 극값에 대한 회귀모형은 일치함을 알 수 있다. 다음 예제는 주어진 구간회귀모형의 양쪽 극값에 대한 회귀모형이 일치하지 않음을 보여준다.


\[
\begin{array}{c|cccccccc}
\hline
x & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\hline
\end{array}
\]

관측된 구간의 왼쪽 극값(l)과 오른쪽 극값(r)에 대한 최적의 회귀모형을 찾기 위하여 회귀분석에서 사용하는 변수선택법을 \( x \)와 \( x^2 \)에 적용한 결과, 독립변수에 의해서 설명되는 종속변수의 총 변동의 비율을 표시하는 수정된 \( R^2 \)의 값을 \( \text{표 2} \)와 같이 얻었다.

\( \text{표 2} \)는 구간회귀모형의 왼쪽 극값은 변수 \( x \)와 \( x^2 \)를 사용하여 설명하고, 오른쪽 극값을 설명하기 위해서는 \( x^2 \)을 사용하는 것이 타당함을 보여주고 있다. 따라서 구간 회귀모형의 양 극값에 대한 최적의 회귀모형은 일치하지 않음을 확인할 수 있다.
예제 2. 아래 표에 제시된 자료는 Diamond (1988)가 폐지회귀모형을 추정하기 위하여 소개한 것으로 독립변수($x$)는 수이고 종속변수($Y$)는 구간의 구간회귀모형에 대한 자료이다.

<table>
<thead>
<tr>
<th>변수</th>
<th>$x$</th>
<th>$x^2$</th>
<th>$(x,x^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>수정된 $R^2$</td>
<td>$l$</td>
<td>0.8169</td>
<td>0.9454</td>
</tr>
<tr>
<td></td>
<td>$r$</td>
<td>0.8864</td>
<td>0.925</td>
</tr>
</tbody>
</table>

예제 3. 구간회귀모형에 대한 Diamond의 자료

<table>
<thead>
<tr>
<th>$x$</th>
<th>21</th>
<th>15</th>
<th>15</th>
<th>9</th>
<th>12</th>
<th>18</th>
<th>6</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>[3.2, 4.8]</td>
<td>[2.7, 3.3]</td>
<td>[3.15, 3.85]</td>
<td>[1.6, 2.4]</td>
<td>[2.55, 3.45]</td>
<td>[2.8, 4.2]</td>
<td>[2.12, 2.88]</td>
<td>[2.3]</td>
</tr>
</tbody>
</table>

예제 4. Diamond의 자료에 대한 변수선택법의 결과

<table>
<thead>
<tr>
<th>변수</th>
<th>$x$</th>
<th>$x^2$</th>
<th>$(x,x^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>수정된 $R^2$</td>
<td>$l$</td>
<td>0.5982</td>
<td>0.5892</td>
</tr>
<tr>
<td></td>
<td>$c_p$</td>
<td>1.0312</td>
<td>1.1434</td>
</tr>
<tr>
<td>수정된 $R^2$</td>
<td>$r$</td>
<td>0.7871</td>
<td>0.851</td>
</tr>
<tr>
<td></td>
<td>$c_p$</td>
<td>3.5508</td>
<td>1.2842</td>
</tr>
</tbody>
</table>

예제 4에 주어진 수정된 $R^2$와 Mallow $c_p$의 값은 구간회귀모형의 왼쪽 끝점과 오른쪽 끝점에 대한 적절한 설명변수는 각각 $x$와 $x^2$임을 설명한다. 따라서 예제 3에서 제시된 자료의 양 끝점에 대한 회귀모형은 동일하지 않음을 확인할 수 있다.

이제 구간회귀모형에서 주어진 구간회귀계수를 추정하는 방법에 대하여 생각하여 보자. 회귀분석에서 일반적으로 사용되는 최소제곱법을 구간회귀모형에서 동일하게 적용할 수 없다. 그 이유는 두 구간에 대한 차의 길이는 각 구간 길이의 합으로 표현되기 때문이다. 즉, 동일한 구간의 차에 대한 길이는 주어진 구간 길이의 두 배가 된다. 따라서 채택된 구간과 예측된 구간의 차를 최소화하는 방법을 구간회귀분석에서에 이용할 수 없음으로 다른 방법을 생각하여야 한다.

구간에 대한 차의 대안으로 두 집합에 대한 차를 의미하는 집합의 대칭차를 생각하자. 두 구간의 교집합이 공집합이며 두 구간에 대한 대칭차는 두 구간의 합집합이고,
두 구간의 교집합이 공집합이 아니면 주어진 구간에 대한 대칭차는 두 구간의 합집합에서 교집합을 뺀 집합이다. 따라서 구간회귀모형에서 주어진 구간오차의 길이를 최소화하기 위해 두 구간에 대한 대칭차를 이용할 수 있다.

주어진 구간에 대한 양 꼭지의 차이로 정의된 구간 \( I_i = [l_i, r_i] \)의 길이를 \( m(I_i) \)로 표시하자. 그러면 \( m(I_i) = r_i - l_i \)이고 주어진 두 구간 \( I_i \)과 \( I_j \)에 대한 대칭차의 길이는 다음과 같다.

\[
m(I_i \Delta I_j) = 0, \\
m(I_i \Delta I_j) = \begin{cases} |l_i - l_j| + |r_i - r_j|, & \text{if } I_i \cap I_j \neq \phi, \\
(r_2 + r_1) - (l_1 + l_2), & \text{if } I_i \cap I_j = \phi.
\end{cases}
\]

또한 구간 연산으로부터 구간 \( I_i \)는 \( l_i + [0, r_i - l_i] \)과 같이 표현할 수 있으므로 구간회귀모형 (1.1)은

\[
Y_i = \sum_{j=1}^{p} a_j x_{ij} + \sum_{j=1}^{p} [0, (a_j - a_j^*) x_{ij}]
\]

(2.1)와 같이 표현할 수 있다. 즉, 구간회귀모형은 구간회귀계수의 왼쪽 길이에 대한 회귀모형과 구간회귀계수가 \( [0, (a_j - a_j^*) x_{ij}] \)인 구간회귀모형으로 구분하여 표현할 수 있다. 식 (2.1)을 이용하여 중간변수가 구간으로 표현되는 구간회귀모형을 수와 구간에 대한 회귀모형으로 일반화할 수 있다.

본 논문에서는 다음과 같은 구간회귀모형을 생각한다.

\[
Y_i = f(C, X_i) + g(I, X_i) + E_i
\]

(2.2)모형 (2.2)에서 함수 \( f \)와 \( g \)는 싱가함수이고, \( E_i = [l_i, r_i] \)는 구간오차이며 \( C = (c_1, \ldots, c_p) \)와 \( I = (l_1, \ldots, l_p) \)에서 \( c_i \)는 싱가이며 \( I_j \)는 왼쪽 길이 0이고 오른쪽 길이 \( s_j \)인 구간 \([0, s_j] \)을 표시한다. 모형 (2.2)에서 함수 \( f \)와 \( g \)가 동일한 선형함수라면 모형 (2.2)는 모형 (1.1)과 동일함을 구간 연산의 성질에 의하여 쉽게 확인할 수 있다. 즉, 모형 (2.2)은 모형 (1.1)의 확장을 의미한다. 그리고 독립변수 \( x_{ij} \)이 1이고, 구간회귀계수의 길이인 \( s_j \)을 제외한 모든 \( s_j \) \((2 \leq j \leq p) \)가 0이면 모형 (2.2)는 구간회귀계수의 왼쪽 길이와 독립변수는 수학적인 함수관계가 있으나 구간회귀계수의 길이는 독립변수의 영향을 받지 않는 구간회귀모형이 된다. 즉, 구간회귀계수의 왼쪽 길이는 독립변수의 크기에 따라 영향을 받지만 구간회귀계수의 길이는 항상 일정한 구간회귀모형이 된다.

구간회귀모형 (2.2)에 포함된 구간회귀계수 \( c_j \)와 \( I_j \)를 추정하기 위해 오차구간을

\[
E_i = l_i + [0, s_i]
\]

\[
E_i = Y_i - f(C, X_i) - g(I, X_i)
\]

\[
E_i = l_y - f(C, X_i) + [0, s_y] - g(I, X_i)
\]

와 같이 변형할 수 있다. 여기서 \( s_{e_i} = r_e - l_e \)이고 \( s_{y_j} = r_y - l_y \)이다. 위 식을 이용하여 구간회귀모형을 다음과 같이 구간과 수로 구분된 회귀모형으로 표현할 수 있다.
모형 \( r_1 \)에 포함된 회귀계수 \( c_i \)는 회귀분석에서 사용하는 방법으로 추정할 수 있고 구간으로 표현된 회귀모형 \( r_2 \)의 구간회귀계수를 추정하기 위해서 구간에 대한 대칭차의 길이를 이용한다. 구간으로 표현된 \( g(I, X_i) \)의 왼쪽 끝점은 0이고 오른쪽 끝점은 \( g(S, X_i) \)이므로 모형 \( r_2 \)에서 추여진 두 구간 \([0, s_{y_i}]\)와 \( g(I, X_i) \)에 대한 대칭차의 길이는 두 구간의 오른쪽 끝점 차인 \( s_{y_i} - g(S, X_i) \)와 같고 \( S = (s_1, \ldots, s_p) \)이다. 따라서 모형 \( r_2 \)의 구간회귀계수는 두 구간에 대한 대칭차의 길이인 \( s_{y_i} - g(S, X_i) \)의 총합을 최소화하는 방법으로 추정할 수 있다.

회귀분석에서 사용하는 변수선택법을 이용하여 독립변수 \( X_i \)와 구간으로 추여진 구 간자료 \( Y_i \)의 왼쪽 끝점 \( l_{y_i} \)과 길이 \( (s_{y_i}) \)에 대한 최적의 회귀모형을 구한 후 다음과 같은 함수

\[
\sum_{i=1}^{n} \rho (l_{y_i} - f(x_{ij}, c_j))
\]

와

\[
\sum_{i=1}^{n} \psi (s_{y_i} - g(x_{ij}, s_j))
\]

을 최소로 하는 값을 구간 \( M \)-추정량(interval \( M \)-estimator)이라 하자. 여기서 \( s_j \)는 0 보다 작지 않은 수이며, 함수 \( \rho \)와 \( \psi \)는 \( R \)에서 \( R^+ \)로 가는 연속함수로서 0에서 유한한 최소값을 갖는다. 만약 \( \rho(x) = \psi(x) = x^2 \)이면 구간최소제곱추정량(interval least square estimator)이라 하고 \( \hat{Y}_2 \)와 같이 표시자. 그리고 \( \rho(x) = \psi(x) = |x| \)이면 구간 최소절대편차추정량(interval least deviation estimator)이라 하고 \( \hat{Y}_2 \)와 같이 표시자.

다음 절에서는 본 절에서 제시된 추정법을 사용하여 구간회귀모형을 추정하고, 추정된 구간회귀모형의 정확성을 Inuiguchi 등(2001)이 제시한 모형과 비교하여 설명한다.

3. 구간회귀추정량의 정확성

본 절에서는 앞 절에서 소개된 구간회귀계수의 왼쪽 끝점과 길이에 대한 최적의 회귀모형을 이용하여 표현된 구간회귀모형을 추정하기 위하여 구간최소제곱추정량을 이용한다. 또한 본 논문에서 제시된 추정법의 정확성을 조사하기 위하여 Inuiguchi 등 (2001)이 추정한 구간회귀모형과 비교한다.

구간회귀모형의 추정법에는 추정된 구간에 대한 길이의 총합을 최소화 하는 수치적 석적인 방법과 관측된 구간과 예측된 구간에 대한 차의 총합을 최소로 하는 통계적 인 방법이 있다. Inuiguchi 등(2001)은 구간회귀계수에 대한 최적모형을 고려하지 않
은 구간회귀모형(1.1)에 포함된 구간회귀계수를 추정하기 위하여 민코브스키 차, 다이아몬드 거리, 구간의 꼭 그리고 실제의 점대각과 비슷한 개념인 점대각을 이용하였 다. 수치해석적 방법으로 추정된 구간의 길이의 총합을 비교하여 추정된 회귀모형의 정확성을 비교할 수 있지만 잘 정의된 두 구간에 대한 차의 총합을 최소로 하는 방법 을 이용하여 추정된 구간회귀모형의 정확성을 조사할 수 있다.

앞에서 언급한 것처럼 두 구간의 차에 대한 길이는 각 구간에 대한 길이의 합으 로 정의되므로 두 구간에 대한 차를 새롭게 정의하여야 한다. 구간회귀모형을 추정하기 위하여 제안된 추정량의 정확성을 비교하기 위하여 다음과 같은

\[ C(Y, \hat{Y}) = \sum_{i \in A} m(Y_i \Delta \hat{Y}_i) + \sum_{i \notin A} h(Y_i, \hat{Y}_i) \]  

(3.1)

의 정의를 생각하자. 여기서 \( A = \{ i : Y_i \cap \hat{Y}_i \neq \emptyset \} \)이고

\[ h(Y_i, \hat{Y}_i) = \min \{ |l_{y_i} - \hat{l}_{y_i}|, |r_{y_i} - \hat{r}_{y_i}| \} + (r_{y_i} - l_{y_i}) + (\hat{r}_{y_i} - \hat{l}_{y_i}) \]

이는 관측된 구간과 예측된 구간의 모든 교집합이 공집합이 아니면 식 (3.1)에서 주어진 \( A \)는 공집합이 된다. 즉, 관측된 구간과 예측된 구간의 각 점집에 대한 차의 총합을 나타낸다. 관찰된 구간과 예측된 구간이 서로 가까이 있으면 있을수록 그 값은 \( C(Y, \hat{Y}) \)는 점집 작아지므로 허도 (3.1)를 이용하여 추정된 구간회귀모형의 정확성을 비교할 수 있다. 즉, 구간사이의 오차를 나타내는 \( C(Y, \hat{Y}) \)의 값이 작을수록 추정된 구간회귀모형의 정확성은 좋다고 생각할 수 있다.


<table>
<thead>
<tr>
<th>연속</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
<th>4.5</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>0.19</td>
<td>0.24</td>
<td>0.20</td>
<td>0.22</td>
<td>0.22</td>
<td>0.35</td>
<td>0.37</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>0.10</td>
<td>0.08</td>
<td>0.07</td>
<td>0.26</td>
<td>0.16</td>
<td>0.11</td>
<td>0.21</td>
<td>0.23</td>
<td>0.48</td>
</tr>
</tbody>
</table>

<표 5> 구간회귀모형에 대한 Tanaka의 자료

<표 6>은 구간회귀모형을 추정하기 위하여 관측된 구간의 원목 점집과 구간의 길 이에 대한 변수선택법을 이용한 결과인 수정된 \( R^2 \)와 Mallow \( c_p \)의 값이다.

<표 6>은 <표 5>에서 제시된 자료에 대한 구간회귀모형의 원목 점집은 변수 \( x \)와 \( x^2 \)을, 그리고 구간회귀모형의 길이는 변수 \( x^2 \)을 사용하는 것이 타당함을 보여주고 있다. 따라서 변수선택법을 이용한 구간회귀모형은

\[ f(C, X_i) + g(I, X_i) = c_0 + c_1 x_i + c_2 x_i^2 + [0, s_0] + [0, s_1] \cdot x_i^2 \]

와 같다.
예제 4. <표 5>에서 제시된 자료를 이용하여 구간최소제곱추정량과 Inuiuchgi 등(2001)의 방법으로 추정한 구간회귀모형을 비교하여 보자. <표 5>에서 제시된 자료에 대한 구간회귀모형을 추정하기 위하여 다이어몬드 거리를 이용한 Inuiuchgi 등(2001)의 결과는
\[
\hat{Y}_i = [\hat{y}_i, \hat{y}_i] = [0.30789, 0.42411] - 0.132x + [0.024407, 0.04893]x^2
\]
이고 민코브스키 차를 이용한 결과는
\[
\hat{Y}_i = [\hat{y}_i, \hat{y}_i] = [0.266272, 0.383728] - 0.118333x + [0.027213, 0.046121]x^2
\]
\[
\hat{Y}_i = [\hat{y}_i, \hat{y}_i] = [0.27052, 0.32863] - 0.08025x + [0.02221, 0.03447]x^2
\]
주어진 구간의 원측 끝점과 길이에 대한 최적의 회귀모형을 이용하여 추정한 구간회귀모형과 Inuiuchgi 등(2001)이 추정한 회귀모형은 모두 일차식의 구간회귀계수는 구간이 아닌 수로 추정하였다. 그러나 추정된 구간회귀모형의 \(x^2\)에 대한 구간회귀계수의 길이는 차이가 있었다.

<표 7>은 Inuiuchgi 등(2001)의 방법과 구간최소추정량을 이용하여 추정된 구간의 길이를 보여준다. <표 7>로부터 구간최소제곱추정량을 이용하여 추정된 구간에 대한 길이의 총합(\(s_{y_i}\)) 3.8667는 다이어몬드 거리와 민코브스키 차를 이용하여 추정된 구간에 대한 길이의 총합 6.9642(\(s_{y_i}\))와 6.9642(\(s_{y_i}\))보다 작음을 확인할 수 있다. 추정된 구간에 대한 길이의 총합을 최소화하는 수치해석적인 방법에서도 구간최소추정량을 이용하여 추정한 구간회귀모형이 더 정확할 수 있음을 보여준다.

<표 7> 추정된 구간의 길이

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$\hat{s}_{y_i}$</th>
<th>$\hat{s}_{y_i}$</th>
<th>$\hat{s}_{y_i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.27274</td>
<td>0.25469</td>
<td>0.15062</td>
</tr>
<tr>
<td>1.5</td>
<td>0.36940</td>
<td>0.33749</td>
<td>0.20607</td>
</tr>
<tr>
<td>2</td>
<td>0.47831</td>
<td>0.42975</td>
<td>0.26765</td>
</tr>
<tr>
<td>2.5</td>
<td>0.59949</td>
<td>0.53146</td>
<td>0.33536</td>
</tr>
<tr>
<td>3</td>
<td>0.73293</td>
<td>0.64262</td>
<td>0.40920</td>
</tr>
<tr>
<td>3.5</td>
<td>0.87863</td>
<td>0.76323</td>
<td>0.48917</td>
</tr>
<tr>
<td>4</td>
<td>1.03659</td>
<td>0.89330</td>
<td>0.57527</td>
</tr>
<tr>
<td>4.5</td>
<td>1.20681</td>
<td>1.03283</td>
<td>0.66750</td>
</tr>
<tr>
<td>5</td>
<td>1.38930</td>
<td>1.18181</td>
<td>0.76586</td>
</tr>
<tr>
<td>total</td>
<td>6.9642</td>
<td>6.06718</td>
<td>3.86670</td>
</tr>
</tbody>
</table>

<표 8> 각 추정량에 대응하는 길이

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>$m(Y_i \Delta \hat{Y}_i)$</th>
<th>$m(Y_i \Delta \hat{Y}_i)$</th>
<th>$m(Y_i \Delta \hat{Y}_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.19334</td>
<td>0.15469</td>
<td>0.09558</td>
</tr>
<tr>
<td>1.5</td>
<td>0.28940</td>
<td>0.25749</td>
<td>0.12607</td>
</tr>
<tr>
<td>2</td>
<td>0.40831</td>
<td>0.35975</td>
<td>0.19765</td>
</tr>
<tr>
<td>2.5</td>
<td>0.33949</td>
<td>0.27146</td>
<td>0.09277</td>
</tr>
<tr>
<td>3</td>
<td>0.57293</td>
<td>0.48262</td>
<td>0.26852</td>
</tr>
<tr>
<td>3.5</td>
<td>0.76863</td>
<td>0.65323</td>
<td>0.46260</td>
</tr>
<tr>
<td>4</td>
<td>0.82659</td>
<td>0.68330</td>
<td>0.36527</td>
</tr>
<tr>
<td>4.5</td>
<td>0.97681</td>
<td>0.80283</td>
<td>0.43750</td>
</tr>
<tr>
<td>5</td>
<td>0.90930</td>
<td>0.70181</td>
<td>0.31490</td>
</tr>
<tr>
<td>total</td>
<td>5.2848</td>
<td>4.36718</td>
<td>2.36086</td>
</tr>
</tbody>
</table>


4. 결론

본 논문에서는 Tanaka 등(1987)이 소개한 구간회귀모형을 추정하는 방법에 대하여 연구하였다. 주어진 구간회귀모형의 양 쪽 끝점에 대한 회귀모형이 반드시 일치하지
않음을 확인하고, 구간회귀모형을 추정하기 위하여 회귀분석에서 사용하는 변수선정법을 사용하여 유도한 구간회귀모형의 결과과 타이에 대한 최적의 회귀모형을 이용하였다. 구간회귀모형에 포함된 구간회귀계수를 추정하기 위하여 관측된 구간과 예측된 구간 사이의 대칭차에 대한 갈등을 최소화하는 방법인 구간최소추정량을 이용하였다. 예제를 통하여 본 논문에서 제시된 추정법이 마코브스키 차와 다이아몬드 갈등을 이용한 Inuiuchi 등 (2001)의 추정법보다 더 정확할 수 있음을 확인하였다.

구간회귀모형에 대한 정확성을 일반적으로 비교하기 위하여 구간회귀모형을 추정하기 위해 사용되는 각 추정량에 대한 통계적 성질을 계속 연구할 필요가 있다.
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