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Abstract
In this paper, we derive the approximate maximum likelihood estimators (AMLEs) and maximum likelihood estimator of the scale parameter in a triangular distribution based on progressive Type-II censored samples. We compare the proposed estimators in the sense of the mean squared error through Monte Carlo simulation for various progressive censoring schemes.
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1. Introduction

The cumulative distribution function (cdf) and the probability density function (pdf) of the random variable having the triangular distribution are given by

\[
F(x) = \begin{cases} 
\frac{x^2}{\lambda \sigma^2}, & 0 \leq x < \lambda \sigma, \\
1 - \frac{1}{(1 - \lambda)} \left(1 - \frac{x}{\sigma}\right)^2, & \lambda \sigma \leq x \leq \sigma 
\end{cases}
\]  

(1.1)

and

\[
f(x) = \begin{cases} 
\frac{2x}{\lambda \sigma^2}, & 0 \leq x < \lambda \sigma, \\
\frac{2(\sigma - x)}{(1 - \lambda)\sigma^2}, & \lambda \sigma \leq x \leq \sigma 
\end{cases}
\]  

(1.2)

where \( \sigma > 0 \) and \( 0 < \lambda < 1 \).

A triangular distribution is specified by its minimum, maximum and mean values. It does not have to be symmetric, it can be skewed to the left or right by entering a mean value less than or greater than the average of the minimum and maximum values.

The distribution emerges in numerous papers dealing with the Project Evaluation and Review Technique-PERT (see, Moder and Rodgers, 1962; Keefer and Verdini, 1993; Johnson, 1997).

As a special case, when \( \sigma = 1 \) and \( \lambda = 1/2 \), it become symmetric standard triangular distribution. The mode of this triangular distribution with \( \sigma = 1 \) is \( x = \lambda \) and the value of the pdf at the mode is always 2, whatever the value of \( \lambda \) (see Figure 1.1).
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Johnson (1997) studied the possibility of using the more intuitively obvious triangular distribution as a proxy for the beta distribution. von Drop and Kotz (2002) investigated the four-parameter two-sided power (TSP) distribution which is an extension of the three-parameter triangular distribution. Some properties of the triangular distribution was studied by Balakrishnan and Nevzorov (2003).

In most cases of censored and truncated samples, the maximum likelihood method does not provide explicit estimators. So we need another method for the purpose of providing the explicit estimators. The approximated maximum likelihood estimation method was first developed by Balakrishnan (1989) for the purpose of providing the explicit estimators of the scale parameter in the Rayleigh distribution. Balakrishnan and Wong (1991) derived the approximated maximum likelihood estimator (AMLE) of the scale parameter of the half-logistic distribution with Type-II right censoring. They also studied the bias and variance of proposed estimator. Kang (1996) obtained the AMLE for the scale parameter of the double exponential distribution based on Type-II censored samples and showed that the proposed estimator is generally more efficient than the best linear unbiased estimator (BLUE) and the optimum unbiased absolute estimator.

The scheme of the progressive Type-II censoring has been suggested in the field of life-testing experiments. It makes allowance for the removal of live units from the experiment at various stages in an attractive feature as it will potentially save a lot for the experimenter in terms of cost and time.

Viveros and Balakrishnan (1994) derived explicit expressions for the BLUEs of the parameters of the exponential distributions. They also developed a conditional method of inference to derive exact confidence intervals for the parameters of the extreme value distribution. Balasooriya et al. (2000) studied the progressively censored sampling plan for the Weibull distribution.

Ng et al. (2002) discussed the estimation of parameters from progressively censored data using the EM algorithm. Balakrishnan et al. (2003) suggested point and interval estimation for Gaussian distribution based on progressive Type-II censored samples.
Balakrishnan et al. (2004) studied point and interval estimation for the extreme value distribution based on progressively Type-II censored samples. Balakrishnan and Asgharzadeh (2005) discussed the maximum likelihood estimator (MLE) of the scale parameter of the half-logistic distribution based on progressive Type-II censored samples. They also provided the AMLE of the scale parameter of the half-logistic distribution based on progressive Type-II censored samples. Lin et al. (2006) discussed the MLEs of the parameters of the log-gamma distribution based on progressive Type-II censored samples and they derived the AMLEs of the parameters and used them as initial values in the determination of the MLEs through the Newton-Raphson method. Kim (2006) dealt with the problem of estimating parameters of Burr Type-XII distribution, on the basis of a general progressive Type-II censored samples using Bayesian viewpoints. Seo and Kang (2007) proposed the AMLEs of the scale parameter when the location parameter is known and the AMLE of the location parameter when the scale parameter is known in the two-parameter Rayleigh distribution based on progressive Type-II censored samples. They also proposed the AMLEs of the location and scale parameters in the two-parameter Rayleigh distribution based on progressive Type-II censored samples when two parameters are unknown.

Recently, Lee et al. (2008) proposed the AMLEs of the scale parameter in a triangular distribution based on multiply Type-II censored samples by the approximate maximum likelihood estimation methods. Han and Kang (2008) derived the AMLEs of the scale parameter and the location parameter in a double Rayleigh distribution based on multiply Type-II censored samples.

In this paper, we derive the AMLEs and the MLE of the scale parameter $\sigma$ when the shape parameter $\lambda$ is known in the triangular distribution under progressive Type-II censoring. The scale parameter $\sigma$ is estimated by approximate maximum likelihood estimation method using two different types of Taylor series expansions. We compare the proposed estimators in the sense of the mean squared error through Monte Carlo simulation for various progressive censoring schemes.

2. Maximum Likelihood Estimation

We will discuss the maximum likelihood estimation of the scale parameter based on progressive Type-II censored samples. Let $X_{1:m:n}, \ldots, X_{m:m:n}$ be a progressively Type-II censored sample from a triangular distribution, with the progressive censoring scheme $(R_1, \ldots, R_m)$.

If $R_1 = \cdots = R_m = 0$, we have $n = m$ which corresponds to the complete sample. If $R_1 = \cdots = R_{m-1} = 0$, then $R_m = n - m$ which corresponds to the conventional Type-II right censoring sample. This generalized censoring scheme is called Progressively Type-II censoring. Further details and extensive references on progressive censoring may be obtained from the book by Balakrishnan and Aggarwala (2000).

The likelihood function based on the progressively Type-II censored sample is given by

$$L = C \prod_{i=1}^{m} f(x_{i:m:n}; \sigma, \lambda) \left[1 - F(x_{i:m:n}; \sigma, \lambda)\right]^{R_i},$$

where $C = n(n - 1 - R_1)(n - 2 - R_1 - R_2) \cdots (n - m + 1 - R_1 - \cdots - R_{m-1})$. 

2.1
The random variable $Z_{i:m:n} = X_{i:m:n}/\sigma$ has a standard triangular distribution with pdf and cdf:

$$f(z_{i:m:n}) = \begin{cases} \frac{2z_{i:m:n}}{\lambda}, & 0 \leq z \leq \lambda, \\ \frac{2(1 - z_{i:m:n})}{(1 - \lambda)}, & \lambda < z \leq 1 \end{cases}$$

and

$$F(z_{i:m:n}) = \begin{cases} \frac{z_{i:m:n}^2}{\lambda}, & 0 \leq z \leq \lambda, \\ 1 - \frac{(1 - z_{i:m:n})^2}{(1 - \lambda)}, & \lambda < z \leq 1. \end{cases}$$

From the equation (2.1), the log-likelihood function may be written as

$$\ln L = K - m\ln \sigma + \sum_{i=1}^{m} \ln f(z_{i:m:n}) + \sum_{i=1}^{m} R_i \ln \left[1 - F(z_{i:m:n})\right], \quad (2.2)$$

where $K$ is a constant.

On differentiating the log-likelihood function with respect to $\sigma$ in turn and the equation to zero, we obtain the estimating equation as

$$\frac{\partial \ln L}{\partial \sigma} = -\frac{1}{\sigma} \left[ m + \sum_{i=1}^{m} \frac{f'(z_{i:m:n})}{f(z_{i:m:n})} z_{i:m:n} - \sum_{i=1}^{m} R_i \frac{f(z_{i:m:n})}{1 - F(z_{i:m:n})} z_{i:m:n} \right] = 0. \quad (2.3)$$

We can find the MLE of $\sigma$ as values $\hat{\sigma}$ that maximize the log-likelihood function in (2.2) by solving the equation $\partial \ln L/\partial \sigma = 0$. Since the equation (2.3) cannot be solved explicitly, a numerical method may be used for the numerical determination of the MLE. We evaluated the mean squared errors of $\sigma$ using the bisection method. These values are given in Table 4.1.

### 3. Approximate Maximum Likelihood Estimators

Since the log-likelihood equation do not admit explicit solutions, it will be desirable to consider an approximation to the likelihood equation which provide us with explicit estimator for the scale parameter.

Let

$$\xi_{i:m:n} = F^{-1}(p_{i:m:n}) = \begin{cases} \sqrt{p_{i:m:n}\lambda}, & p_{i:m:n} \leq \lambda, \\ 1 + \sqrt{(1 - p_{i:m:n})(1 - \lambda)}, & p_{i:m:n} > \lambda, \end{cases}$$

where $q_{i:m:n} = 1 - p_{i:m:n}$ and

$$p_{i:m:n} = \prod_{j=m-i+1}^{m} \frac{j + R_{m-j+1} + \cdots + R_m}{j + 1 + R_{m-j+1} + \cdots + R_m}, \quad i = 1, \ldots, m.$$
First, we can approximate the following functions by Taylor series expansion as

\[
\frac{f^\prime(z_{i;m:n})}{f(z_{i;m:n})} z_{i;m:n} \approx \alpha_{1i} + \beta_{1i} z_{i;m:n} \tag{3.1}
\]

and

\[
\frac{f(z_{i;m:n})}{1 - F(z_{i;m:n})} z_{i;m:n} \approx \gamma_{1i} + \delta_{1i} z_{i;m:n}, \tag{3.2}
\]

where

\[
\alpha_{1i} = \begin{cases} 
\frac{\xi_{i;m:n}^2}{(1 - \lambda) q_i}, & p_{i;m:n} \geq \lambda, \\
1, & p_{i;m:n} < \lambda,
\end{cases}
\]

\[
\beta_{1i} = \begin{cases} 
\frac{-1}{(1 - \lambda) q_i}, & p_{i;m:n} \geq \lambda, \\
0, & p_{i;m:n} < \lambda,
\end{cases}
\]

\[
\gamma_{1i} = \begin{cases} 
\frac{-2 \xi_{i;m:n}^2}{(1 - \lambda) q_i}, & p_{i;m:n} \geq \lambda, \\
\frac{-2 p_{i;m:n}}{q_i} \left[ 1 + \frac{2 p_{i;m:n}}{q_i} \right], & p_{i;m:n} < \lambda,
\end{cases}
\]

\[
\delta_{1i} = \begin{cases} 
\frac{2}{(1 - \lambda) q_i}, & p_{i;m:n} \geq \lambda, \\
\frac{4 \xi_{i;m:n}}{\lambda q_i} \left[ 1 + \frac{p_{i;m:n}}{q_i} \right], & p_{i;m:n} < \lambda.
\end{cases}
\]

By substituting the equations (3.1) and (3.2) into the equation (2.3), we may approximate the likelihood equation in (2.3) by

\[
\frac{\partial \ln L}{\partial \sigma} \approx -\frac{1}{\sigma} \left[ m + \sum_{i=1}^{m} (\alpha_{1i} + \beta_{1i} z_{i;m:n}) - \sum_{i=1}^{m} R_i (\gamma_{1i} + \delta_{1i} z_{i;m:n}) \right] = 0. \tag{3.3}
\]

We can derive an estimator of \( \sigma \) as follows:

\[
\tilde{\sigma}_1 = \frac{\sum_{i=1}^{m} (R_i \delta_{1i} X_{i;m:n} - \beta_{1i} X_{i;m:n})}{m + \sum_{i=1}^{m} (\alpha_{1i} - R_i \gamma_{1i})}. \tag{3.4}
\]

Since \( \alpha_{1i} > 0, \gamma_{1i} < 0, \delta_{1i} > 0 \) and \( \beta_{1i} \leq 0 \), the estimator \( \tilde{\sigma}_1 \) is always positive.

Second, we can approximate the following functions

\[
\frac{f^\prime(z_{i;m:n})}{f(z_{i;m:n})} \approx \alpha_{2i} + \beta_{2i} z_{i;m:n} \tag{3.5}
\]
and
\[ \frac{f(z_{i;m:n})}{1 - F(z_{i;m:n})} \simeq \gamma_{2i} + \delta_{2i}z_{i;m:n}, \]  

(3.6)

where
\[ \alpha_{2i} = \begin{cases} \frac{-1 - 2\xi_{i;m:n}}{(1 - \lambda)q_{i;m:n}}, & p_{i;m:n} \geq \lambda, \\ \frac{\xi_{i;m:n}}{2}, & p_{i;m:n} < \lambda, \end{cases} \]
\[ \beta_{2i} = \begin{cases} \frac{-1}{(1 - \lambda)q_{i;m:n}}, & p_{i;m:n} \geq \lambda, \\ \frac{-\lambda p_{i;m:n}}{(1 - \lambda)q_{i;m:n}}, & p_{i;m:n} < \lambda, \end{cases} \]
\[ \gamma_{2i} = \begin{cases} \frac{2(1 - 2\xi_{i;m:n})}{(1 - \lambda)q_{i;m:n}}, & p_{i;m:n} \geq \lambda, \\ \frac{-4p_{i;m:n}}{\lambda q_{i;m:n}} \xi_{i;m:n}, & p_{i;m:n} < \lambda, \end{cases} \]
\[ \delta_{2i} = \begin{cases} \frac{(1 - \lambda)q_{i;m:n}}{2}, & p_{i;m:n} \geq \lambda, \\ \frac{2}{\lambda q_{i;m:n}} \left[ 1 + \frac{2p_{i;m:n}}{q_{i;m:n}} \right], & p_{i;m:n} < \lambda. \end{cases} \]

By substituting the equations (3.5) and (3.6) into the equation (2.3), we may approximate the likelihood equation in (2.3) by
\[ \frac{\partial \ln L}{\partial \sigma} \simeq -\frac{1}{\sigma} \left[ m + \sum_{i=1}^{m} (\alpha_{2i} + \beta_{2i}z_{i;m:n})z_{i;m:n} - \sum_{i=1}^{m} R_i(\gamma_{2i} + \delta_{2i}z_{i;m:n})z_{i;m:n} \right] = 0. \]  

(3.7)

Upon solving (3.7) for \( \sigma \), we can derive the other estimator of \( \sigma \) as follows:
\[ \hat{\sigma}_2 = -\frac{A + \sqrt{A^2 - 4mB}}{2m}, \]  

(3.8)

where
\[ A = \sum_{i=1}^{m} (\alpha_{2i}X_{i;m:n} - R_i\gamma_{2i}X_{i;m:n}), \]
\[ B = \sum_{i=1}^{m} (\beta_{2i}X_{i;m:n}^2 - R_i\delta_{2i}X_{i;m:n}^2). \]

Upon solving (3.7) for \( \sigma \) we get quadratic equation in \( \sigma \) which has two roots; however, one of them drops out since \( \beta_{2i} < 0 \) and \( \delta_{2i} > 0 \) hence \( B < 0 \).
4. The Simulated Results

The simulations were carried out for sample size \( n = 10(5)20, 30, 40 \) and different choices of the effective sample size \( m \) and different progressive censoring schemes with the complete sample in each case. For simplicity in notation, we will denote the schemes \((0, 0, \ldots, n - m)\) by \((n - m) \ast 0, n - m)\), for example, \((10 \ast 0)\) denotes the progressive censoring scheme \((0, 0, \ldots, 0)\) and \((3\ast 0, 2, 2, 0)\) denotes the progressive censoring scheme \((0, 0, 0, 2, 2, 0)\).

The mean squared errors of the proposed AMLEs and MLE are simulated by Monte Carlo method (based on 10,000 Monte Carlo runs) for sample size \( n = 10(5)20, 30, 40 \) and various choices of censoring under progressive Type-II censored sample when \( \lambda = 0.2, 0.5, 0.8 \). These values are given in Table 4.1.

From Table 4.1, the estimators \( \tilde{\sigma}_1 \) and \( \tilde{\sigma}_2 \) are generally more efficient than the maximum likelihood estimator \( \hat{\sigma} \).

The estimator \( \tilde{\sigma}_1 \) is the linear function of available order statistics. So the estimator \( \tilde{\sigma}_1 \) is a more simple estimator than the estimator \( \tilde{\sigma}_2 \). But the estimator \( \tilde{\sigma}_2 \) is generally more efficient than the estimators \( \tilde{\sigma}_1 \) and \( \hat{\sigma} \) in the sense of the MSE.

For sample size \( n = 10 \) and the progressive censoring scheme \((5 \ast 0, 4)\) (right Type-II censored sample), the estimators \( \tilde{\sigma}_1 \) and \( \tilde{\sigma}_2 \) are more efficient than the maximum likelihood estimator \( \hat{\sigma} \) when \( \lambda < 0.5 \). But the maximum likelihood estimator \( \hat{\sigma} \) is more efficient than the estimators \( \tilde{\sigma}_1 \) and \( \tilde{\sigma}_2 \) when \( \lambda \geq 0.5 \).

The MSE of the estimator \( \hat{\sigma} \) decreases as \( \lambda \) increases.

As expected, the MSEs of all estimators decrease as sample size \( n \) increases.

For fixed sample size, the MSE increases generally as the number of unobserved or missing data \( n - m \) increases. The MSE of the estimator \( \tilde{\sigma}_1 \) decreases as \( \lambda \) increases when \( n \geq 30 \).

5. Discussion

Application and estimation of the parameters in the triangular distribution was studied by some authors. However, previous studies obtained the maximum likelihood estimator of the shape parameter for complete data.

In this study, we just derive the AMLEs and the MLE of the scale parameter \( \sigma \) when the shape parameter \( \lambda \) is known in the triangular distribution under progressive Type-II censoring. The scale parameter \( \sigma \) is estimated by approximate maximum likelihood estimation method using two different types of Taylor series expansions. We evaluated the mean squared errors of the MLE \( \hat{\sigma} \) of \( \sigma \) using the bisection method.

However, we can’t evaluate the value of the proposed estimators using a raw data because we assume that the shape parameter \( \lambda \) is known.

In future study, we will consider the estimation of the scale parameter \( \sigma \) and the shape parameter \( \lambda \) in the triangular distribution under progressive Type-II censoring when two parameters are unknown and evaluate the value of the proposed estimators using some raw data.
Table 4.1: The relative mean squared errors for the estimators of the scale parameter $\sigma$

| $\lambda = 0.2$ |
|-----------------|-----------------|-----------------|-----------------|
| $n$             | $m$             | Scheme          | $\hat{\sigma}_1$ | $\hat{\sigma}_2$ | $\hat{\sigma}$ |
| 10              | (10*0)          | 0.110442        | 0.041426         | 0.225869         |
| 6               | (3*0, 2, 2, 0)  | 0.237637        | 0.114913         | 0.241003         |
| 6               | (2*0, 4, 3*0)   | 0.331257        | 0.116440         | 0.203387         |
| 6               | (4, 5*0)        | 0.150639        | 0.258102         | 0.219007         |
| 6               | (5*0, 4)        | 0.178378        | 0.107536         | 0.249112         |
| 5               | (2*0, 5, 2*0)   | 0.389127        | 0.160948         | 0.211510         |
| 5               | (5, 4*0)        | 0.165975        | 0.490864         | 0.217374         |
| 10              | (10*0)          | 0.115340        | 0.043745         | 0.137189         |
| 6               | (3*0, 2, 2, 0)  | 0.199542        | 0.072929         | 0.235607         |
| 6               | (2*0, 4, 3*0)   | 0.131942        | 0.117645         | 0.239620         |
| 6               | (5*0, 4)        | 0.178679        | 0.096754         | 0.220730         |

<p>| $\lambda = 0.5$ |
|-----------------|-----------------|-----------------|-----------------|
| $n$             | $m$             | Scheme          | $\hat{\sigma}_1$ | $\hat{\sigma}_2$ | $\hat{\sigma}$ |
| 10              | (10<em>0)          | 0.115340        | 0.043745         | 0.137189         |
| 6               | (3</em>0, 2, 2, 0)  | 0.237637        | 0.450192         | 0.119298         |
| 6               | (2<em>0, 4, 3</em>0)   | 0.136415        | 0.089655         | 0.134530         |
| 6               | (4, 5<em>0)        | 0.172474        | 0.078036         | 0.140363         |
| 6               | (5</em>0, 4)        | 0.359106        | 0.151202         | 0.129293         |
| 5               | (2<em>0, 5, 2</em>0)   | 0.167735        | 0.136254         | 0.132006         |
| 5               | (5, 4<em>0)        | 0.180826        | 0.084186         | 0.141940         |
| 15              | (15</em>0)          | 0.089963        | 0.031551         | 0.135230         |
| 15              | (5, 9<em>0)        | 0.118524        | 0.045633         | 0.138073         |
| 10              | (4</em>0, 3, 3<em>0, 2, 0) | 0.164564  | 0.085849         | 0.14109         |
| 10              | (3</em>0, 2, 2, 0, 2, 0) | 0.175441  | 0.085688         | 0.153623         |
| 10              | (2<em>0, 1, 0, 2, 2, 2</em>0, 3<em>0) | 0.063646  | 0.087484         | 0.122142         |
| 20              | (20</em>0)          | 0.067280        | 0.021811         | 0.136155         |
| 15              | (3<em>0, 2, 4</em>0, 3, 6<em>0) | 0.058428  | 0.036147         | 0.124082         |
| 10              | (5, 2</em>0, 5, 6<em>0) | 0.107611        | 0.046443         | 0.137877         |
| 10              | (2</em>0, 1, 0, 2, 2, 2<em>0, 5) | 0.249820  | 0.163207         | 0.161270         |
| 10              | (2</em>0, 3, 0, 2, 2, 2*0, 3) | 0.151748  | 0.092580         | 0.177242         |</p>
<table>
<thead>
<tr>
<th>λ</th>
<th>Scheme</th>
<th>( \hat{\sigma}_1 )</th>
<th>( \hat{\sigma}_2 )</th>
<th>( \hat{\sigma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>( 10^*0 )</td>
<td>0.102902</td>
<td>0.070663</td>
<td>0.127828</td>
</tr>
<tr>
<td>30</td>
<td>( 2^*0, 2, 2, 0 )</td>
<td>0.066990</td>
<td>0.051407</td>
<td>0.052529</td>
</tr>
<tr>
<td>30</td>
<td>( 20^*0, 4, 3^*0 )</td>
<td>0.147022</td>
<td>0.108045</td>
<td>0.088532</td>
</tr>
<tr>
<td>15</td>
<td>( 4^*0, 4 )</td>
<td>0.159449</td>
<td>0.112451</td>
<td>0.121885</td>
</tr>
<tr>
<td>15</td>
<td>( 2^*0, 5^*0 )</td>
<td>0.180094</td>
<td>0.108128</td>
<td>0.074795</td>
</tr>
<tr>
<td>15</td>
<td>( 5^*0, 4 )</td>
<td>0.182012</td>
<td>0.132340</td>
<td>0.117633</td>
</tr>
<tr>
<td>20</td>
<td>( 15^*0 )</td>
<td>0.071527</td>
<td>0.047072</td>
<td>0.125779</td>
</tr>
<tr>
<td>10</td>
<td>( 5^*0, 9^*0 )</td>
<td>0.105111</td>
<td>0.072178</td>
<td>0.124625</td>
</tr>
<tr>
<td>20</td>
<td>( 20^*0 )</td>
<td>0.054423</td>
<td>0.043674</td>
<td>0.124578</td>
</tr>
<tr>
<td>15</td>
<td>( 3^*0, 2^*0, 4^*0, 3^*0, 6^*0 )</td>
<td>0.066006</td>
<td>0.044951</td>
<td>0.080022</td>
</tr>
<tr>
<td>15</td>
<td>( 5^*0, 2^*0, 5^*0 )</td>
<td>0.102578</td>
<td>0.068214</td>
<td>0.098566</td>
</tr>
<tr>
<td>20</td>
<td>( 2^*0, 1^*0, 2^*0, 2^*0, 0, 2^*0, 5 )</td>
<td>0.020416</td>
<td>0.021247</td>
<td>0.012895</td>
</tr>
<tr>
<td>20</td>
<td>( 2^*0, 3^*0, 2^*0, 2^*0, 0, 3 )</td>
<td>0.037316</td>
<td>0.041381</td>
<td>0.021111</td>
</tr>
<tr>
<td>30</td>
<td>( 30^*0 )</td>
<td>0.037626</td>
<td>0.023119</td>
<td>0.127778</td>
</tr>
<tr>
<td>30</td>
<td>( 3^*0, 5^*0, 5^*0, 12^*0 )</td>
<td>0.053574</td>
<td>0.034622</td>
<td>0.099966</td>
</tr>
<tr>
<td>30</td>
<td>( 2^*0, 10, 17^*0 )</td>
<td>0.051490</td>
<td>0.032389</td>
<td>0.124625</td>
</tr>
<tr>
<td>30</td>
<td>( 9^*0, 10, 10^*0 )</td>
<td>0.055568</td>
<td>0.037093</td>
<td>0.076462</td>
</tr>
<tr>
<td>15</td>
<td>( 5^*0, 10, 7^*0 )</td>
<td>0.070859</td>
<td>0.049199</td>
<td>0.073894</td>
</tr>
<tr>
<td>15</td>
<td>( 10^*0, 5^*0, 7^*0 )</td>
<td>0.068826</td>
<td>0.046658</td>
<td>0.079571</td>
</tr>
<tr>
<td>40</td>
<td>( 5^*0, 5^*0, 5^*0, 5^*0, 14^*0 )</td>
<td>0.052078</td>
<td>0.035106</td>
<td>0.076889</td>
</tr>
<tr>
<td>40</td>
<td>( 5^*0, 5^*0, 5^*0, 5^*0, 5^*0 )</td>
<td>0.056001</td>
<td>0.037603</td>
<td>0.073094</td>
</tr>
</tbody>
</table>
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