Comparison of Shape Variability in Principal Component Biplot with Missing Values
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Abstract

Biplots are the multivariate analogue of scatter plots. They are useful for giving a graphical description of the data matrix, for detecting patterns and for displaying results found by more formal methods of analysis. Nevertheless, when some values are missing in data matrix, most biplots are not directly applicable. In particular, we are interested in the shape variability of principal component biplot which is the most popular in biplots with missing values. For this, we estimate the missing data using the EM algorithm and mean imputation according to missing rates. Even though we estimate missing values of biplot of incomplete data, we have different shapes of biplots according to the imputation methods and missing rates. Therefore we propose a RMS(root mean square) for measuring and comparing the shape variability between the original biplots and the estimated biplots.
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1. Introduction

The biplots, proposed by Gabriel (1971), are the multivariate analogue of scatter plots. They approximate the multivariate distribution of a sample in a few dimensions, typically two and they superimpose on this display representations of variables on which the samples are measured. In this way, the relations between the individual samples can be easily seen and as we shall see, they can also be related to values of the measurements. However when some values are missing in data matrix, most biplots are not directly applicable.

When the incomplete cases comprise only a small fraction of all cases(say, five percent or less) the case deletion may be a perfectly reasonable solution to the missing data problem. However in multivariate settings where missing values occur on more than one variable, the incomplete cases
are often a substantial portion of the entire data set. If so, deleting them may be inefficient, causing large amounts of information to be discarded. Moreover, omitting them from the analysis will tend to introduce bias (Schafer, 1997). It is well known that mean imputation as a particularly simple form of imputation is to estimate missing values by the mean of the recorded values. But it has some undesirable properties. Since the sample size is effectively reduced by nonresponse, standard variance formulas will underestimate the true variance (Little and Rubin, 1987). The EM algorithm is a very general iterative algorithm for maximum likelihood estimation in complete data problems (McLachlan and Krishnan, 1997; Dempster et al., 1977).

In this study, we have different shapes of biplots according to two imputation methods. In particular, we are interested on the shape variability of principal component biplot with missing values according to missing rates. For this, we introduce principal component biplot and missing mechanism in Section 2. And in Section 3, we introduce the EM algorithm and mean imputation for estimating the missing data and propose a RMS(root mean square) for measuring and comparing the shape variability in biplots. Finally, Section 5 provides an illustration.

2. Principal Component Biplot with Missing Values

2.1. Principal component biplot

Consider the $N \times p$ complete data matrix $X = \{x_{ij}\}$, $i = 1, \ldots, N; j = 1, \ldots, p$, with rank $r$. Subtracting out the mean of each variables such as $\bar{x}_{j} = \sum_{i=1}^{N} x_{ij} / N$, we obtain a new $N \times p$ data matrix $Y = (x_{ij} - \bar{x}_{j})$, $i = 1, \ldots, N; j = 1, \ldots, p$, which is called variables-centered. Now, we noted that the principal component analysis based on the singular value decomposition of $Y$ such as

$$ Y = UD_{\lambda}V = \sum_{t=1}^{r} \lambda_{t}u_{t}v_{t}', $$

where $U$ is an $N \times r$ matrix whose columns are the $N \times 1$ eigenvectors $u_{t}$, $V$ is an $p \times r$ matrix whose columns are the $p \times 1$ eigenvectors $v_{t}$ of $YY'$ and $D_{\lambda} = \text{diag}(\lambda_{1}, \ldots, \lambda_{r})$ with singular values, $\lambda_{1} \geq \cdots \geq \lambda_{r} > 0$. And let

$$ U = A $$

and let

$$ W = VD_{\lambda}. $$

Then the data matrix $Y$, which is written as the form of the singular value decomposition (2.1), can be factorized as

$$ Y = AW'. $$

If $Y$ can be satisfactorily approximated by a rank $s (1 \leq s \leq r)$ matrix $Y_{(s)}$, it may allow an useful approximate visual inspection of $Y$ itself. Specially taking $s = 2$ gives a rank two approximation to (2.2)

$$ Y_{(2)} = A_{(2)}W'_{(2)}, $$

where $A_{(2)}$ and $W_{(2)}$ are $N \times 2$ and $p \times 2$ matrices respectively. Gabriel (1971) calls $A_{(2)}$ and $W_{(2)}$ the factors of $Y_{(2)}$ for biplotting and $Y_{(2)}$ is called principal component biplot.
As in principal component analysis, the goodness-of-fit means a measure of how satisfactorily \( Y_{(2)} \) approximates \( Y \) in written as

\[
\text{fit} = \frac{\lambda_1^2 + \lambda_2^2}{\sum_{t=1}^{r} \lambda_t^2}.
\]

2.2. Missing mechanism

Biplot, described in Section 2.1, is a useful approach in the exploring data analysis. However unfortunately, when some values are missing in data matrix \( X \), most biplots are not directly applicable. Therefore the purpose of this section is to obtain the basis for the analysis of incomplete data of principal component biplot.

For this, we need to understand the missing mechanism. Let \( X \) denote an \( N \times p \) data matrix with missing observations and let \( C \) denote an \( N \times p \) missing data indicator matrix, such that \( C_{ij} = 1 \) if \( x_{ij} \) is missing and 0 otherwise. A full model for the data and the missing mechanism specifies a distribution \( f(X|\theta) \) for \( X \), indexed by unknown parameter \( \theta \) and a distribution \( f(C|X, \psi) \) for \( C \), given \( X \) indexed by unknown parameter \( \psi \). Write \( X = (X_{obs}, X_{mis}) \), where \( X_{obs} \) represents the observed values of \( X \) and \( X_{mis} \) represents the missing values. Rubin (1976) defined the missing data as MCAR(missing completely at random) if

\[
f(C|X_{obs}, X_{mis}, \psi) = f(C|\psi),
\]

for all \( X_{obs} \) and \( X_{mis} \); that is, missingness does not depend on the observed or missing values of \( X \). Rubin also defined a weaker condition for the missing mechanism, calling the missing data MAR(missing at random) if

\[
f(C|X_{obs}, X_{mis}, \psi) = f(C|X_{obs}, \psi),
\]

for all \( X_{obs} \) and \( X_{mis} \); that is, missingness does not depend on the missing values but may depend on observed values in the data set. The MCAR and MAR are the ignorable mechanisms for likelihood-based inference (Little, 1988).

Now, we explain the ideas for decomposing data matrix when it contains missing values under MAR assumption. Let \( N \times p \) data matrix \( X \) with missing observations be normally distributed with mean \( \mu \) and covariance matrix \( \Sigma \), then we have \( k \) subsets \( R_i, \ i = 1, \ldots, k; \ 1 < k \leq 2^p - 1 \). \( R_i \) denotes the \( n_i \times p, \ i = 1, \ldots, k; \sum_{i=1}^{k} = N \) sub-matrix of \( X \) which has the observations on the same variables only.

If there are \( p_i \) characteristics, \( j_1, \ldots, j_{p_i} \), say in the \( i^{th} \) set of observations, then \( B_i \) would be a \( p_i \times p \) matrix a 1 in the \((\alpha, p)\) position of observed value of \( R_i, \alpha = 1, \ldots, p_i \) and zeros elsewhere. In the same way, \( C_i \) would be a \((p - p_i) \times p \) matrix a 1 in the \((\beta, p)\) position of the missing value of \( R_i, \beta = 1, \ldots, (p - p_i) \) and zeros elsewhere. Then \( B_i \) and \( C_i \) satisfied the properties as follows:

\[
I_p = B_i'B_i + C_i'C_i, \quad B_iB_i' = I_{p_i}, \quad C_iC_i' = I_{(p - p_i)}. \tag{2.4}
\]

Next, let \( x_{ij}, \ i = 1, \ldots, k; \ j = 1, \ldots, n_i \) be a row vector of \( R_i \), then by (2.4)

\[
x_{ij} = B_i'(B_i x_{ij}) + C_i'(C_i x_{ij}) = B_i'Z_{ij} + C_i'M_{ij}, \quad i = 1, \ldots, k; \ j = 1, \ldots, n_i,
\]
where \( Z_{ij} \) denotes the observed data, \( M_{ij} \) denotes the missing data. So, likelihood function of \( Z_{ij} \) is

\[
L(\theta) = \left( \prod_{i=1}^{k} |B_i \Sigma B_i'|^{-\frac{1}{2}} \right) \exp \left( -\frac{1}{2} \sum_{i=1}^{k} \sum_{j=1}^{n_i} (Z_{ij} - B_i \mu)' (B_i \Sigma B_i')^{-1} (Z_{ij} - B_i \mu) \right)
\]

and likelihood function of the raw data matrix \( X \) is

\[
L_c(\theta) = |\Sigma|^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \sum_{i=1}^{N} (x_i - \mu)' \Sigma^{-1} (x_i - \mu) \right).
\]

Let \( Z \) be the matrix of all \( Z_{ij} \) and \( M \) be the matrix of all \( M_{ij} \), then log-likelihood function of \( X \) is

\[
\log L_c(\theta) = \log L(\theta) + \log P(M | Z, \theta).
\]

3. The EM Algorithm and Shape Variability in Biplots with Missing Values

3.1. The EM algorithm

Now since the mean imputation is a particular simple form of imputation, in this section, we introduce only the EM algorithm. In McLachlan and Krishnan (1997) and Dempster et al. (1977), for unknown parameter \( \theta \) on the \((t + 1)^{th}\) iteration of EM algorithm, the E-step requires the calculation of

\[
Q \left( \theta | \theta^{(t)} \right) = E_{\theta^{(t)}} \left( \log L_c(\theta) | Z \right) = \log L(\theta) + H \left( \theta | \theta^{(t)} \right),
\]

where

\[
Q \left( \theta | \theta^{(t)} \right) = \int \log L_c(\theta) P \left( M | Z, \theta^{(t)} \right) dM
\]

and

\[
H \left( \theta | \theta^{(t)} \right) = \int \log P \left( M | Z, \theta \right) P \left( M | Z, \theta^{(t)} \right) dM.
\]

Next, the M-step requires the maximization of \( Q(\theta | \theta^{(t)}) \) with respect to \( \theta \). That is, we choose \( \theta^{(t+1)} \) such that

\[
Q \left( \theta^{(t+1)} | \theta^{(t)} \right) \geq Q \left( \theta | \theta^{(t)} \right),
\]

for all \( \theta \). The E-step and M-step are alternated repeatedly until the difference

\[
L \left( \theta^{(t+1)} \right) - L \left( \theta^{(t)} \right),
\]

changes by an arbitrarily small amount. Hence convergence must be obtained with a sequence of likelihood values that are bounded above. In Srivastava (2002), if \( \hat{\mu}_0 \) and \( \hat{\Sigma}_0 \) is the initial values for \( \mu \) and \( \Sigma \), respectively, then we can estimate the missing values \( M \) and data matrix \( X \) as following:

\[
\hat{M}_{ij} = C_i \hat{\mu}_0 + (C_i \hat{\Sigma}_0 B_i)' (B_i \hat{\Sigma}_0 B_i')^{-1} (Z_{ij} - B_i \hat{\mu}_0),
\]

\[
\hat{x}_{ij} = B_i' Z_{ij} + C_i \hat{M}_{ij}, \quad i = 1, \ldots, k; \quad j = 1, \ldots, n_i.
\]
3.2. Shape variability in biplots with missing values

Choi et al. (2005) provided a study on the biplots' variability using the Procrustes analysis. They used the Procrustes statistic for measuring the similarity of two biplots and their study is also related with the shape variability, widely. In this section, we consider the shape variability in biplots with missing values. As noted in Section 1, even though we estimate missing values of biplot of incomplete data we have different shapes of biplots according to the imputation methods and missing rates. Therefore we should compare the shapes of biplots of complete data with those of incomplete data. For this, we propose a RMS as one of the measurements of shape variability.

Let $\hat{X}$ be the estimates of $X$ in Section 3.1, then the factorization of the centroid matrix $\hat{Y}$ by (2.3) is

$$\hat{Y}_{(2)} = \hat{A}_{(2)} \hat{W}_{(2)},$$

where $\hat{A}_{(2)}$ and $\hat{W}_{(2)}$ are $N \times 2$ matrix and $p \times 2$ matrix, respectively. And let $\hat{E}$ be a $(N + p) \times 2$ biplot coordinates matrix of $\hat{Y}$, such that

$$\hat{E} = \begin{pmatrix} \hat{A}'_{(2)} & \hat{W}'_{(2)} \end{pmatrix}'.$$

In the same way, if data matrix $X$ is complete, then we can obtain the biplot coordinates matrix $E$. Then using the vectorize operator $\text{vec}(\hat{E})$ of $\hat{E}$ and $\text{vec}(E)$ of $E$, we can propose a measure of the shape variability as RMS such that

$$\text{RMS} = \sqrt{\frac{1}{2(N + p)} \left\| \text{vec}(\hat{E}) - \text{vec}(E) \right\|^2}.$$

We note that if the value of RMS is nearly 0, the shape variability of two biplots is very small. In fact, Dryden and Mardia (1998) provided a measure of RMS’ type of full Procrustes distance from each configurations to the full Procrustes mean in Procrustes analysis.

4. Illustration

We will illustrate principal component biplot by using the census tract data from Johnson and Wichern (1998, Table 8.5). In fact, the data set consists of 5 variables measured. Observations from adjacent census tracts are likely to be correlated. That is, 14 observations may not constitute a random sample. So we are interest in optimal 2-dimensional biplot. Thus the traditional principal component biplot is given in Figure 4.1. In biplot, we use the 3 alphabet initials and numbers for the variable markers and observation markers, respectively.

Note that the variable marker MVH(median value home), which is at left of Figure 4.1, is extraneous for the other variables. And an interior angles of TOP(total population), TOE(total employment), HSE(health services employment) are narrow, so these variables have high correlation. 6, 8, 9 tracks have a higher score for these variables. Whereas 2, 3, 7, 10, 13, etc., which have lower score for these variables. In this case, the goodness-of-fit of approximation is 86.41%.

Now, we deleted three observations under MAR assumption(missing rate: 4.29%) by art and estimate missing values using two methods, EM algorithm and mean imputation. The principal component biplots of each method are given in Figure 4.2. There is little variability of variable markers on both cases. But the case using mean imputation has a little variability of observation
markers, which move toward the origin. In these cases, the goodness-of-fits of approximation are 84.97\% and 87.26\%, respectively.

When we increase the missing rate at 10.00\%, biplot using mean imputation has some variability comparing biplot of raw data. Specially, the degree of moving of observation markers toward origin is increased and an interior angle of TOP and TOE is larger than an angle of raw data. Thus the correlation of these variables is lower than that of raw data. In this case, the goodness-of-fit of approximation is getting lower to 80.46\%.

On the other hand, in the case using EM algorithm an interior angle of TOP and TOE is smaller than that of raw data. And so the correlation of these variables is higher than that of raw data. And observation marker is located similar to raw data. Specially, we take note of that the goodness-of-fit of approximation is getting higher to 87.25\%. 

Figure 4.1. Principal component biplot of census track data

Figure 4.2. Principal component biplot of missing rate 4.29\%
Finally, we increase the missing rate at 14.29%, then biplot using mean imputation has large shape variability. TOE and HSE have high correlation, but that the correlation of TOE and TOP is lower than that of raw data. However in the case using EM algorithm, an interior angle of TOP and TOE is smaller than that of raw data. And so the correlation of these variables is higher than that of raw data.

Specially, track 9, 13 is moved over in the case of mean imputation. But it is located similar to raw data, in the case of EM algorithm. In these cases, the goodness-of-fit of approximation are 81.07% and 85.19%, respectively.

In conclusion, the goodness-of-fit of approximation of biplot using mean imputation is partially decreasing according to the increment of the missing rate. However in the case using EM algorithm, the goodness-of-fit of approximation is similar to that of raw data. Moreover, we measure the shape
variability as RMS given Table 4.2, then in the case using EM algorithm, there is little variability. But we have some relatively variabilities in the case using mean imputation.
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