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Abstract. Based on the concept of the folding, the folding in X-direction and in Y-direction are defined and denoted by the X-Folding and the Y-Folding respectively. We consider a random variable $X$ which follows a rectangular distribution "$R(a, b)$ distribution" with two parameters $a, b$. This paper aims to apply the folding on the unit area $P(a \leq X \leq b)$ and also to study the proposed folding in each direction for $R(a, b)$ distribution and the generated family of the corresponding constructed rectangular probability distributions. Some main properties of this family are reviewed. According to the proposed folding, we derive and discuss some important corresponding functions in closed forms.

1. Introduction

The main idea of folding on manifolds has been introduced by S. A. Robertson who studied the stratification determined by the folds or singularities [13]. Based on this paper, some studies on folding in many branches such as manifolds, topology, graph theory and algebra have been presented in some literatures [1, 2, 3, 4, 5, 6, 7, 8, 9, 12]. The conditional foldings of manifolds have been defined by M. El-Ghoul [3]. Some applications on the folding of a manifold into itself were introduced by P. Di Francesco [2]. Also a graph folding has been presented and discussed by E. El-Kholy [7]. Moreover, the theory of isometric foldings has been pushed and also some different types of foldings have been discussed by E. El-Kholy and others [9]. In this article we will discuss the folding of a family of probability distributions into a generated family of the same type of the probability distributions. Our study will
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be concerned on the folding of the rectangular distribution $R(a, b)$ with two parameters $a, b$, where $a < b$. We will apply the X-Folding and Y-Folding, which generate a sequence of areas and a corresponding sequence of rectangular distributions. Some fundamental properties of the $R(a, b)$ distribution are reviewed in [10, 11]. Thus, we will be concerned on a study of some main properties of the generated family of rectangular distributions by folding.

This paper is organized as follows: Section 2 reviews the original $R(a, b)$ distribution and its fundamental properties. In sections 3 and 4, we introduce the X-Folding and the Y-Folding and present a study of the generated families of the corresponding rectangular probability distributions and some main statistical and geometrical properties. Section 5 gives some attention to application. We summarize the results and give some features and comments in section 6.

2. The rectangular distribution and its properties

In probability theory and statistics, the rectangular distribution is a family of probability distributions such that for each member of the family, all intervals of the same length on the distribution’s support are equally probable. The support is defined by the two parameters $a, b$, which are its minimum and maximum values (start-point and end-point). The distribution is often abbreviated $R(a, b)$.

According to [10, 11], the continuous random variable $X$ has a $R(a, b)$ distribution if its probability density function is given by:

$$g_{R(a,b)}(x) = \begin{cases} \frac{1}{b-a} & : x \in [a, b] \\ 0 & : \text{otherwise} \end{cases}$$

The cumulative distribution function of the $R(a, b)$ variable $X$ is

$$G_{R(a,b)}(x) = \begin{cases} 0 & : x \leq a \\ \frac{x-a}{b-a} & : a < x < b \\ 1 & : x \geq b \end{cases}$$

with the corresponding inverse cumulative distribution function (critical value or quantile function)

$$x_{\alpha}^{R(a,b)} = G^{-1}_{R(a,b)}(\alpha) = a + \alpha(b-a),$$

where $P[X > x_{\alpha}^{R(a,b)}] = \alpha$, $\alpha \in (0, 1)$. The $R(a, b)$ distribution is symmetric about the mean $\mu = (a + b)/2$ and its variance $\sigma^2$ equals $(b - a)^2/12$. It has zero value for the skewness and its excess kurtosis is equal to $-1.20$. Moreover, its moment-generating function and the characteristic function are given respectively as the
On the Folding of the Rectangular Distribution

107

following:

\[ M_{R(a,b)}(t) = \frac{e^{bt} - e^{at}}{t(b-a)}, \quad \Psi_{R(a,b)}(t) = \frac{e^{ibt} - e^{iat}}{i(b-a)t}, \quad |t| \neq 0, \quad i = \sqrt{-1}. \]

From the moment generating function, the r-th non-central moments can be calculated by the closed form \( \mu'_r = \frac{1}{r+1} \sum_{k=0}^{r} a^k b^{r-k} \). The probability that a rectangular (uniformly) distributed random variable fall within any interval of fixed length is independent of the location of the interval itself (but it is dependent on the interval size), so long as the interval is contained in the distribution’s support. To see this, if \( X \) has \( R(a,b) \) distribution and \([x, x+d]\) is a subinterval of \([a, b]\) with fixed \( d > 0 \), then

\[ P(X \in [x, x+d]) = \int_x^{x+d} \frac{1}{b-a} \, dt = \frac{d}{b-a}, \]

which is independent of \( x \). This fact motivates the distribution’s name. Restricting \((a, b) = (0, 1)\), the resulting distribution \( R(0, 1) \) is called a standard rectangular distribution or a square distribution.

3. X-Folding of a rectangular distribution and its properties

In this section we will start introducing the definition of the X-Folding of the corresponding rectangular with unit area of the \( R(a,b) \) distribution. Here, we will discuss this folding and its corresponding areas, distributions and properties.

**Definition 3.1.** The X-Folding on the \( R(a,b) \) distribution is the map \( F_X : \mathbb{R}^2 \to \mathbb{R}^2 \) such that:

\[
F_X(x, y) = \begin{cases} 
(2 \mu_X - x, y) & : a \leq x \leq \mu_X \\
(x, y) & : \mu_X < x \leq b \\
0 & : \text{otherwise}
\end{cases}
\]

(3.1)

where \( \mu_X \) is the corresponding mean of \( R(a,b) \) distribution.

**Definition 3.2.** A set of singular points of the X-Folding \( F_X \) on \( R(a,b) \) is denoted by \( \sum F_X \) and it is defined by \( \sum F_X = \{ (\mu_X, y) \in \mathbb{R}^2 : y \in [0, \frac{1}{b-a}] \} \).

**Definition 3.3.** Let \( a_{X_k} = \frac{a+(2^k-1)b}{2^k} \) and let \( \mu_{X_k} \) be the corresponding mean of \( R(a_{X_k}, b) \) distribution, \( k = 0, 1, 2, 3, ... \). The sequence \( \{F_{X_k}\}_{k=0}^{\infty} \) of the X-Folding on the \( R(a,b) \) distribution is defined by:

\[
F_{X_k}(x, y) = \begin{cases} 
(2 \mu_{X_k} - x, y) & : a_{X_k} \leq x \leq \mu_{X_k} \\
(x, y) & : \mu_{X_k} < x \leq b \\
0 & : \text{otherwise}
\end{cases}
\]

(3.2)
with \( \sum F_{X_k} = \{ (\mu_{X_k}, y) \in R^2 : y \in [0, \frac{1}{b-a}] \} \) as a corresponding set of singular points of \( F_{X_k} \).

**Lemma 3.1.** Let \( \{ F_{X_k} \}_{k=0}^\infty \) be a sequence of the X-Folding on the \( R(a,b) \) distribution. Then the sequence of the corresponding areas \( \{ A_{X_k} \}_{k=0}^\infty \) of \( \{ F_{X_k} \}_{k=0}^\infty \) has the following properties:

1. \( A_{X_k} = F_{X_k}(A_{X_{k-1}}) = \frac{1}{2^k}, \ k = 1, 2, 3, \ldots, \) with \( A_{X_0} = 1 \),
2. the sequence \( \{ A_{X_k} \}_{k=0}^\infty \) is a monotone decreasing sequence of areas,
3. \( \lim_{k \to \infty} A_{X_k} = 0 \) and \( \sum_{k=1}^\infty A_{X_k} = A_{X_0} \).

**Proof.** Follows directly by using the Definition 3.3 and the sum of a geometric sequence.

**Figure 1:** The corresponding areas of a sequence of the X-Folding on the \( R(a,b) \) distribution.

Figure 1 illustrates the corresponding generated areas by applying a sequence of the X-Folding on the \( R(a,b) \) distribution. The vertices in this figure are given by the following:

\[
\begin{align*}
\nu_1 &= (a, 0), \quad \nu_2 = (a, \frac{1}{b-a}), \quad \nu_3 = (b, \frac{1}{b-a}), \quad \nu_4 = (b, 0), \quad \nu_5 = \left( \frac{a+b}{2}, 0 \right), \\
\nu_6 &= \left( \frac{a+b}{2}, \frac{1}{b-a} \right), \quad \nu_7 = \left( \frac{a+3b}{4}, \frac{1}{b-a} \right), \quad \nu_8 = \left( \frac{a+3b}{4}, 0 \right), \quad \nu_9 = \left( \frac{a+7b}{8}, 0 \right), \ldots
\end{align*}
\]

**Lemma 3.2.** Let \( X = X_0 \) be a continuous random variable which has the \( R(a,b) \) distribution with the minimum value \( a \) in X-axes. Apply a sequence of X-Folding \( \{ F_{X_k} \}_{k=0}^\infty \) defined on the \( R(a,b) \) distribution, then we get on a sequence of the corresponding minimum values \( \{ a_{X_k} \}_{k=0}^\infty = \left( \frac{a+(2^k-1)b}{2^k} \right)_{k=0}^\infty \) of the generated intervals on X-axes.

**Proof.** Follows directly by applying Definition 3.3 and also by using the mathematical induction.

**Proposition 3.1.** Let \( X = X_0 \) be a continuous random variable which has the \( R(a,b) \) distribution with the minimum value \( a \) in X-axes. Applying a sequence of X-Folding \( \{ F_{X_k} \}_{k=0}^\infty \) defined on the \( R(a,b) \) distribution. Then, a sequence of continuous random variables \( \{ X_k \}_{k=0}^\infty \) of the k-th X-Folding \( F_{X_k} \) can be generated with
the following properties:

1. Each random variable $X_k$, $k = 0, 1, 2, 3, \ldots$, has rectangular distribution on the corresponding interval $(a_{X_k}, b)$, $k = 0, 1, 2, 3, \ldots$, and the probability density function is given by the following closed form:

$$g_{X_k}(x) = \begin{cases} \frac{2}{b-a} & : x \in [a_{X_k}, b] \\ 0 & : \text{otherwise} \end{cases}$$

2. The mean $\mu_{X_k}$ of $X_k$, $k = 0, 1, 2, 3, \ldots$, is given by:

$$\mu_{X_k} = \frac{a + (2^{k+1} - 1)b}{2^{k+1}} : k = 0, 1, 2, 3, \ldots,$$

3. The variance of $X_k$, $k = 0, 1, 2, 3, \ldots$, is given by:

$$\sigma^2_{X_k} = \frac{1}{2^{2k}} \frac{(b-a)^2}{12} : k = 0, 1, 2, 3, \ldots,$$

4. The cumulative distribution function of $X_k$, $k = 0, 1, 2, 3, \ldots$, is given by:

$$G_{X_k}(x) = \begin{cases} 0 & : x \leq a_{X_k} \\ \frac{(x-a)+(2^k-1)(x-b)}{b-a} & : a_{X_k} < x < b \\ 1 & : x \geq b \end{cases}$$

5. The moment-generating function of $X_k$, $k = 0, 1, 2, 3, \ldots$, is given by:

$$M_{X_k}(t) = \frac{e^{bt} - e^{a_{X_k}t}}{(b - a_{X_k})t} \quad |t| \neq 0,$$

6. The characteristic function of the random variable $X_k$, $k = 0, 1, 2, 3, \ldots$, is given by:

$$\Psi_{X_k}(t) = \frac{e^{ibt} - e^{i(a_{X_k}t)}}{it(b - a_{X_k})} \quad |t| \neq 0, \quad i = \sqrt{-1}.$$

Proof. (1) By applying the Folding $F_{X_1}$ of the rectangular with area $A_{X_0}$ on the interval $(a, b)$ on X-axes, a continuous rectangular random variable $X_1$ can be generated on the interval $(a_{X_1}, b)$. The corresponding probability density function of $X_1$ is given in the following closed form:

$$g_{X_1}(x) = \begin{cases} \frac{2}{b-a} & : x \in [a_{X_1}, b] \\ 0 & : \text{otherwise} \end{cases}$$
Repeat the previous step by the Folding $F_{X_2}$ with respect to the obtained area $A_{X_1} = F_{X_1}(A_{X_0})$, then $X_2$ can be generated on the interval $(a_{X_2}, b)$ with the corresponding probability density function in the following closed form:

$$g_{X_2}(x) = \begin{cases} \frac{x^2}{b-a} & : x \in [a_{X_2}, b] \\ 0 & : \text{otherwise}, \end{cases}$$

We iterate the process as in the previous steps by applying $F_{X_k}$, $k = 3, 4, 5, \ldots$, with respect to $A_{X_k} = F_{X_k}(A_{X_{k-1}})$, respectively. It is easy to get on a corresponding sequence of continuous random variables $\{X_k\}_{k=0}^{\infty}$ of $\{F_{X_k}\}_{k=0}^{\infty}$ with (3.3) as a closed form of the probability density function.

(2) Due to Definition 3.3 and the definition of the mean, we will get on a sequence of corresponding mean $\mu_{X_k}$ of the random variable $X_k$, $k = 0, 1, 2, 3, \ldots$, as in (3.4).

(3) Since each random variable $X_k$ has $R(a_{X_k}, b)$ distribution, $k = 0, 1, 2, 3, \ldots$, then its variance is given by:

$$\sigma_{X_k}^2 = \frac{(b - a_{X_k})^2}{12}; k = 0, 1, 2, 3, \ldots,$$

It is a direct consequence of the last equation and Lemma 3.1 that, the closed form (3.5) of the variance $\sigma_{X_k}^2$ of $X_k$, $k = 0, 1, 2, 3, \ldots$, can be obtained.

(4) Since each random variable $X_k$ has $R(a_{X_k}, b)$ distribution, $k = 0, 1, 2, 3, \ldots$, then its corresponding cumulative distribution function $G_{X_k}$, $k = 0, 1, 2, 3, \ldots$, in the closed form (3.6) can be easily deduced by replacing $a$ with $a_{X_k}$ in the form (2.2).

(5) Putting $a_{X_k}$ instead of $a$ in (2.4), then the closed form (3.7) of the corresponding moment-generating function of $X_k$, $k = 0, 1, 2, 3, \ldots$, can be also easily obtained.

(6) As in (5), replace $a$ by $a_{X_k}$ in (2.4) then the corresponding characteristic function of $X_k$, $k = 0, 1, 2, 3, \ldots$, is given by the closed form (3.8).

Figure 2: The corresponding cumulative distribution functions of a sequence $\{F_{X_k}\}_{k=0}^{\infty}$. 
Figure 2 illustrates the corresponding generated cumulative distribution functions by applying a sequence of the X-Folding on the $R(a, b)$ distribution.

**Proposition 3.2.** Let $\{X_k\}_{k=0}^{\infty}$ be a generated sequence of continuous random variables of the sequence $\{F_{X_k}\}_{k=0}^{\infty}$ of the $k$-th X-Folding, where $X = X_0$ is the $R(a, b)$ variable, and let $\{A_{X_k}\}_{k=0}^{\infty}$ be a sequence of the corresponding areas. Then, for $k = 0, 1, 2, 3, \ldots$, we can find the following statements:

1. $P_{X_k}(a_{X_k} \leq X \leq b) = P_X(a \leq X \leq b) = 1$,
2. $A_{X_k} = P_X(a_{X_k} \leq X \leq b) = \frac{1}{2^k}$,
3. $P_X(a_{X_k} \leq X \leq b) = \frac{1}{2^k} P_{X_k}(a_{X_k} \leq X \leq b)$,
4. for any two real constants $c$ and $d$, $P_X(c \leq X \leq d) = \frac{1}{2^k} P_{X_k}(c \leq X \leq d)$.

*Proof.* It is a direct consequence of the previous definitions, lemmas and proposition that the relations (1) - (4) can be easily derived.

**Corollary 3.1.** Let $\{X_k\}_{k=0}^{\infty}$ be a generate sequence of continuous random variables of the sequence $\{F_{X_k}\}_{k=0}^{\infty}$ of the $k$-th X-Foldings, where $X = X_0$ is the $R(a, b)$ variable, and let $\{A_{X_k}\}_{k=0}^{\infty}$ be a sequence of the corresponding areas. Then, for $k = 0, 1, 2, 3, \ldots$, we can find the following statements:

1. $A_{X_k} = \frac{1}{2^k} A_{X_0}$,
2. $g_{X_k}(x) = 2^k g_{X_0}(x)$,
3. $\mu_{X_k} = \frac{1}{2^k} \left[ \mu_{X_0} + (2^k - 1)b \right]$,
4. $\sigma_{X_k}^2 = \frac{1}{2^k} \sigma_{X_0}^2$,
5. $G_{X_k}(x) = 2^k \left[ G_{X_0}(x) - 1 \right] + 1 ; a_{X_k} < x < b$.

*Proof.* The relations (1), (2), (3), (4) and (5) can be easily obtained from Lemma 3.1, Lemma 3.2, and the equations (3.3), (3.4), (3.5), (3.6).

4. **Y-Folding of a rectangular distribution and its properties**

   According to the presented definitions, lemmas, propositions and corollary in section 3, we will define the Y-Folding with respect to the $R(0, \frac{1}{2})$ distribution, which is equivalent to the $R(a, b)$ distribution. We will give some results with respect to the Y-Folding, which are similar to the discussed previous results with respect to the X-Folding. According to this mentioned similarity, here we omit the proofs.
**Definition 4.1.** The Y-Folding on the $R(0, \frac{1}{b-a})$ distribution is the map $F_Y : R^2 \rightarrow R^2$ such that:

\[
F_Y(x, y) = \begin{cases} 
(x, 2\mu_Y - y) & : 0 \leq y \leq \mu_y \\
(x, y) & : \mu_Y < y \leq \frac{1}{b-a} \\
0 & : \text{otherwise}
\end{cases}
\]

(4.1) where $\mu_Y$ is the corresponding mean of $R(0, \frac{1}{b-a})$ distribution.

**Definition 4.2.** A set of singular points of the Y-Folding $F_Y$ on $R(0, \frac{1}{b-a})$ is denoted by $\sum F_Y$ and it is defined by $\sum F_Y = \{(x, \mu_Y) \in R^2 : x \in [a, b]\}$.

**Definition 4.3.** Let $a_{Y_k} = \frac{2^k - 1}{2^k(b-a)}$ and let $\mu_{Y_k}$ be the corresponding mean of $R(a_{Y_k}, \frac{1}{b-a})$ distribution, $k = 0, 1, 2, 3, \ldots$. The sequence $\{F_{Y_k}\}_{k=0}^{\infty}$ of the Y-Folding on the $R(0, \frac{1}{b-a})$ distribution is defined by:

\[
F_{Y_k}(x, y) = \begin{cases} 
(x, 2\mu_{Y_k} - y) & : a_{Y_k} \leq y \leq \mu_{Y_k} \\
(x, y) & : \mu_{Y_k} < y \leq \frac{1}{b-a} \\
0 & : \text{otherwise}
\end{cases}
\]

(4.2) with $\sum F_{Y_k} = \{(x, \mu_{Y_k}) \in R^2 : x \in [a, b]\}$ as a corresponding set of singular points of $F_{Y_k}$.

**Lemma 4.1.** Let $\{F_{Y_k}\}_{k=0}^{\infty}$ be a sequence of the Y-Folding on the $R(0, \frac{1}{b-a})$ distribution. Then the sequence of the corresponding areas $\{A_{Y_k}\}_{k=0}^{\infty}$ of $\{F_{Y_k}\}_{k=0}^{\infty}$ has the following properties:

1. $A_{Y_k} = F_{Y_k}(A_{Y_{k-1}}) = \frac{1}{2^k}$, $k = 1, 2, 3, \ldots$, with $A_{Y_0} = 1$,

2. the sequence $\{A_{Y_k}\}_{k=0}^{\infty}$ is a monotone decreasing sequence of areas,

3. $\lim_{k \to \infty} A_{Y_k} = 0$ and $\sum_{k=1}^{\infty} A_{Y_k} = A_{Y_0}$.

**Lemma 4.2.** Let $Y = Y_0$ be a continuous random variable which has the $R(0, \frac{1}{b-a})$ distribution with the minimum value zero in $Y$-axes. Apply a sequence of Y-Folding $\{F_{Y_k}\}_{k=0}^{\infty}$ defined on the $R(0, \frac{1}{b-a})$ distribution, then we get on a sequence of the corresponding minimum values $\{a_{Y_k}\}_{k=0}^{\infty} = \{\frac{2^k - 1}{2^k(b-a)}\}_{k=0}^{\infty}$ of the generated intervals on $Y$-axes.

**Proposition 4.1.** Let $Y = Y_0$ be a continuous random variable which has the $R(0, \frac{1}{b-a})$ distribution with the minimum value zero in $Y$-axes. Applying a sequence of Y-Folding $\{F_{Y_k}\}_{k=0}^{\infty}$ defined on the $R(0, \frac{1}{b-a})$ distribution. Then, a sequence of
continuous random variables \( \{Y_k\}_{k=0}^{\infty} \) of the k-th Y-Folding \( F_{Y_k} \) can be generated with the following properties:

(1) Each \( Y_k \), \( k = 0, 1, 2, 3, ... \), has rectangular distribution on the corresponding interval \( (a_{Y_k}, \frac{1}{b-a}) \), \( k = 0, 1, 2, 3, ... \), and the probability density function is given by the following closed form:

\[
g_{Y_k}(y) = \begin{cases} 2^k(b-a) & : y \in [a_{Y_k}, \frac{1}{b-a}] \\ 0 & : \text{otherwise} \end{cases}
\]

(2) The mean \( \mu_{Y_k} \) of \( Y_k \); \( k = 0, 1, 2, 3, ... \), is given by:

\[
\mu_{Y_k} = \frac{2^{k+1} - 1}{2^{k+1}(b-a)} ; \ k = 0, 1, 2, 3, ...
\]

(3) The variance of \( Y_k \); \( k = 0, 1, 2, 3, ... \), is given by:

\[
\sigma_{Y_k}^2 = \frac{1}{22k} \frac{1}{12(b-a)^2} ; \ k = 0, 1, 2, 3, ...
\]

(4) The cumulative distribution function of \( Y_k \), \( k = 0, 1, 2, 3, ... \), is given by:

\[
G_{Y_k}(y) = \begin{cases} 0 & : y \leq a_{Y_k} \\ 2^k(b-a)y + (2^k - 1) & : a_{Y_k} < y < \frac{1}{b-a} \\ 1 & : y \geq \frac{1}{b-a} \end{cases}
\]

(5) The moment-generating function of \( Y_k \), \( k = 0, 1, 2, 3, ... \), is given by:

\[
M_{Y_k}(t) = \frac{e^{\frac{y}{b-a}t} - e^{\alpha_{Y_k}t}}{\left(\frac{1}{b-a} - a_{Y_k}\right)t}, \ |t| \neq 0,
\]

(6) The characteristic function of the random variable \( Y_k \), \( k = 0, 1, 2, 3, ... \), is given by:

\[
\Psi_{Y_k}(t) = \frac{e^{\frac{y}{b-a}t} - e^{\alpha_{Y_k}t}}{i\left(\frac{1}{b-a} - a_{Y_k}\right)t}, \ |t| \neq 0, \ i = \sqrt{-1}.
\]

**Proposition 4.2.** Let \( \{Y_k\}_{k=0}^{\infty} \) be a generated sequence of continuous random variables of the sequence \( \{F_{Y_k}\}_{k=0}^{\infty} \) of the k-th X-Folding, where \( Y = Y_0 \) is the \( R(0, \frac{1}{b-a}) \) variable, and let \( \{A_{Y_k}\}_{k=0}^{\infty} \) be a sequence of the corresponding areas. Then, for \( k = 0, 1, 2, ... \), we can find the following statements:
(1) \( P_{Y_k} (aY_k \leq Y \leq \frac{1}{b-a} ) = P_Y (0 \leq Y \leq \frac{1}{b-a}) = 1 \),

(2) \( A_{Y_k} = P_Y (aY_k \leq Y \leq \frac{1}{b-a}) = \frac{1}{2^k} \),

(3) \( P_Y (aY_k \leq Y \leq \frac{1}{b-a}) = \frac{1}{2^k} P_{Y_k} (aY_k \leq Y \leq \frac{1}{b-a}) \),

(4) for any two real constants \( c \) and \( d \), \( P_Y (c \leq Y \leq d) = \frac{1}{2^k} P_{Y_k} (c \leq Y \leq d) \).

**Corollary 4.1.** Let \( \{Y_k\}_{k=0}^{\infty} \) be a generated sequence of continuous random variables of the sequence \( \{F_{Y_k}\}_{k=0}^{\infty} \) of the \( k \)-th \( Y \)-Foldings, where \( Y = Y_0 \) is the \( R(0, \frac{1}{b-a}) \) variable, and let \( \{A_{Y_k}\}_{k=0}^{\infty} \) be a sequence of the corresponding areas. Then, for \( k = 0, 1, 2, \ldots \), we can find the following statements:

(1) \( A_{Y_k} = \frac{1}{2^k} A_{Y_0} \),

(2) \( g_{Y_k}(y) = 2^k g_{Y_0}(y) \),

(3) \( \mu_{Y_k} = \frac{1}{2^k} [\mu_{Y_0} + \frac{2^k-1}{b-a}] \),

(4) \( \sigma_{Y_k}^2 = \frac{1}{2^k} \sigma_{Y_0}^2 \),

(5) \( G_{Y_k}(y) = 2^k [G_{Y_0}(y) - 1] + 1 \);  \( a_{Y_k} < y < \frac{1}{b-a} \).

5. **Application, [11]**

Let the continuous random variable \( X \) denote the current measured in a thin copper wire in milliamperes "mA". Assume that the range of \( X \) in the interval \([0, 20mA]\), and assume that the probability density function of \( X \) is \( g(X) = 0.05 \) for \( 0 \leq x \leq 20 \). It is assumed that \( g(X) = 0.05 \) whenever it is not specially defined. For the copper current measurement, the cumulative distribution function of \( X \) is given by

\[
G(x) = \begin{cases} 
0 & : \ x \leq 0 \\
0.05x & : \ 0 < x < 20 \\
1 & : \ 20 \leq x 
\end{cases}
\]

It is clear that the variable \( X \) has the \( R(0, 20) \) distribution with mean \( \mu = 10mA \), variance \( \sigma^2 = 33.33mA^2 \) and standard deviation \( \sigma = 5.77mA \). Notice that in the definition of \( G(x) \) any "<" can be changed to "\( \leq \)" and vice versa. That is, \( G(x) \) can be defined as either \( 0.05x \) or \( 0 \), and \( G(x) \) can be defined as either \( 0.05x \) or \( 1 \) at the end-point \( x = 20 \). Apply a sequence of the \( X \)-Folding on the \( R(0, 20) \) distribution, we get on a thin copper wire with high resistance.
Figure 3 illustrates the corresponding generated probability density functions by applying $F_{X_0}, F_{X_1}, F_{X_2}, F_{X_3}, F_{X_4}$ iteratively in the X-direction on the given $R(0, 20)$ distribution.

![Figure 3: Corresponding Probability density functions of the X-Folding for the $R(0, 20)$ distribution.](image)

The probability that a current measurement is less than $10mA$ can be obtained as

$$P_X (X < 10) = \frac{1}{2^k} P_{X_k} (X < 10) = 0.5; \quad k = 0, 1, 2, 3, ...,$$

the probability that a measurement of current is between 5 and 10mA is

$$P_X (5 < X < 10) = \frac{1}{2^k} P_{X_k} (5 < X < 10) = 0.25; \quad k = 0, 1, 2, 3, ...,$$

and also the probability that a measurement of current is between 5 and 15mA is

$$P_X (5 < X < 15) = \frac{1}{2^k} P_{X_k} (5 < X < 15) = 0.5; \quad k = 0, 1, 2, 3, ... .$$

All results in section 3 can be obtained with respected to the $R(0, 20)$ distribution by replacing $(a, b)$ by $(0, 20)$.

**Conclusion**

We defined the foldings in X-direction and in Y-direction which are denoted by the X-Folding and the Y-Folding respectively. We applied this folding on the area $P(a \leq X \leq b)$, where $X$ has $R(a, b)$ distribution with the parameters $a, b$. A family of the corresponding rectangular probability distributions is generated. Some closed forms of the corresponding start-points, probability density functions, cumulative distribution functions, means, variances, moments-generating functions
and characteristic functions of the applied foldings in each direction were derived. Some properties of the generated areas from the used sequence of foldings were discussed. We obtained a recurrence relation to calculate the probability either by the original rectangular or by each of a generated sequence of distributions. We presented a physical application of the defined folding. Our future work will be devoted to applying the folding on other probability distribution and also we will try to illustrate iteratively folding in the two directions. Also, we will look for general interesting continuous probability distributions.
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