VISUAL MEASUREMENT METHOD USING A CIRCULAR GROOVE IMAGE FOR MEASURING INTERNAL DEFECTS OF PIPES IN NUCLEAR POWER PLANT
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During the overhaul period of nuclear power plants in Korea, an ROV (Remotely Operated Vehicle) enters the cold-leg pipes connected with the reactor to examine the state of the thermal sleeves and their positions in the safety injection nozzles. To measure the positions of the thermal sleeves or scratches with video images recorded during the examination, time-varying camera parameters should be known, such as the focal length and principal points used for the capturing each video image. In this paper, we propose a camera calibration and measurement scheme by using a single image containing two circular grooves of a cylindrical nozzle whose radius and distance are known.
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1. INTRODUCTION

Nuclear power plants provide about 40% of the electric energy consumed in South Korea. In a pressurized water reactor, to cool down the reactor's temperature during shutdown, cooling water is injected into the cold-leg pipes through a safety injection nozzle. Thermal sleeves are mounted inside the safety injection nozzles to reduce the thermal shocks to the weld zone of the safety injection nozzle.

During the overhaul period of the nuclear power plants, in order to examine the state of the thermal sleeves and their attached position, an ROV enters the cold-leg pipes, as shown in Fig. 1. In addition to visual observations, it is necessary to measure the positions of the thermal sleeves and scratches inside the safety injection nozzle from the video images captured during the examination.

In order to measure such features as accurately as possible, the internal camera parameters, such as the focal length and the principal position of the image, should be known as accurate as possible. However, the focal length of the camera varies according to optical zooming operation during the examination, while the principal position of the image can also vary with the frame grabber used for digitizing the image. Thus, a pre-calibration before the examination is ineffective, and table look-up methods which estimate the focal length values with the zoom control inputs have no meaning, because we have no information about the zoom control input values for each video image frame. Thus, it is preferable that the intrinsic parameters of the camera and the capturing device could be calibrated with the video image captured during the examination. In the video image of a safety injection nozzle, we cannot identify sufficiently distinctive points for performing the conventional calibration methods [1,2] based on the known 3-D coordinates for each distinctive point; however, two or more circular grooves around the circumferential direction of the nozzle are observed as elliptic contours, as shown in Fig. 2, and the geometric information of the grooves, such as the radii and the distances between them, can be obtained from the mechanical design drawings.

In this paper, we propose a camera calibration and a measurement method based on the images of two circular grooves whose radii and the distance between them are known. Simulation works were carried to validate the implemented algorithm and its robustness to some noise. Experimental results show that the distance of the concerned point to the reference point could be retrieved with a measuring error in the order of magnitude of 1 mm.

2. PRELIMINARIES

2.1 Camera Model
In this paper, we model the image capturing process with the following pinhole camera model without a lens distortion [4,5,6]:

$$\begin{bmatrix} x_1 \\ x_2 \\ 1 \end{bmatrix} = \begin{bmatrix} f_1 & 0 & c_1 \\ 0 & f_2 & c_2 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} r_1 & r_2 & r_3 \\ t_1 & t_2 & t_3 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} X_1 \\ X_2 \\ X_3 \end{bmatrix},$$

where, $\mathbf{X} = [X_1, X_2, X_3, X_4]^T$ represents a homogeneous coordinate of any 3-D point in the world frame, $\mathbf{x} = [x_1, x_2, 1]^T$ is the set of image coordinates in a pixel unit for the projected image point of point $\mathbf{X}$, and $s$ is a scale factor for the point.

The matrix $\mathbf{K}$ is a $3 \times 3$ internal parameter matrix containing focal parameters, $f_1$ and $f_2$, and camera center coordinates, $c_1$ and $c_2$. The matrix $\mathbf{R}$ is a rotation matrix with three rotation angles, $R_1$, $R_2$, $R_3$, while the vector $\mathbf{t}$ is a translation vector between the world coordinates and the image coordinates.

As depicted in Fig. 3, two circular grooves in a pipe, $C_1$ and $C_2$, are projected onto two ellipses, $e_1$ and $e_2$, in an image plane. The points $O_1$ and $O_2$ are the center points of two circles, and the point $O$ is the focal point of camera. We assume that the radii of the circles are known.
and are the same radius, \( r \). The planes \( \pi_1 \) and \( \pi_2 \), where each circle is located, are parallel to each other, and the distance of the two planes is denoted by \( d \).

The circles \( C_1 \) and \( C_2 \) can be represented in the homogeneous coordinates, as follows [3],

\[
\begin{align*}
C_1: & \quad x_1^2 + x_2^2 = r^2, x_3 = 1, \\
C_2: & \quad x_1^2 + x_2^2 = r^2, x_3 = d, x_4 = 1
\end{align*}
\] (2)

The circles can also be represented in matrix forms, as follows

\[
\begin{align*}
\begin{bmatrix} \bar{C}_1 \end{bmatrix} \bar{x} = 0, & x_1 = 0, x_3 = 1, \\
\begin{bmatrix} \bar{C}_2 \end{bmatrix} \bar{x} = 0, & x_1 = d, x_4 = 1
\end{align*}
\] (3)

where

\[
\begin{bmatrix} \bar{C}_1 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -r^2 & 1 \end{bmatrix}, \quad \begin{bmatrix} \bar{C}_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{bmatrix}
\]

If we denote the projection matrices between the image plane and the planes \( \pi_1 \) and \( \pi_2 \) by \( P_1 \) and \( P_2 \), respectively, then the projected image point \( X \) of a point \( \bar{X} \) in the circle is represented as follows.

\[
s_1 \bar{x} = P_1 \bar{X} = KQ_1 \bar{X}, \quad s_2 \bar{x} = P_2 \bar{X} = KQ_2 \bar{X}
\] (4)

where

\[
\begin{bmatrix} Q_1 \end{bmatrix} = \begin{bmatrix} f_1 & t_2 & t_3 & 1 \\ f_2 & t_2 & u_2 & 1 \\ f_3 & t_3 & u_3 & 1 \end{bmatrix}, \quad \begin{bmatrix} Q_2 \end{bmatrix} = \begin{bmatrix} f_1 & t_2 & t_3 & t_2d + t_3 \\ f_2 & t_2 & u_2 & t_2d + u_2 \\ f_3 & t_3 & u_3 & t_3d + u_3 \end{bmatrix}
\]

Thus, the projected elliptic image \( e_1 \) can be represented as the following matrix form by using equation (4).

\[
x^t \bar{e}_1 x = 0, \quad x^t \bar{e}_2 x = 0 \quad \text{where} \quad \bar{e}_1 = P_1^{-1} \bar{C}_1 P_1^{-1} = K^{-1} Q_1^{-1} \bar{C}_1 Q_1^{-1} K^{-1}
\] (5)

Similarly, the projected elliptic image \( e_2 \) can be represented as follows.

\[
x^t \bar{e}_2 x = 0 \quad \text{where} \quad \bar{e}_2 = P_2^{-1} \bar{C}_2 P_2^{-1} = K^{-1} Q_2^{-1} \bar{C}_2 Q_2^{-1} K^{-1}
\] (6)

In order to obtain the internal parameter matrix \( K \) with the known values \( \bar{e}_1, \bar{e}_2, \bar{C}_1, \bar{C}_2, d \) from the above equations (5) and (6), the rotation matrix \( R \) and translation vector \( t \) should be known. However, the rotation matrix \( R \) and translation vector \( t \) are also unknown values. Therefore, we used camera calibration approaches utilizing vanishing points, which can extract the internal parameters without considering the rotation and translation parameters [7-13].

### 2.2 Absolute Conic, Circular Points, Vanishing Points.

From equation (1), any point on the infinite plane, \([X_1,X_2,X_3,0]^T\) is projected to the image plane by the following equation.

\[
x = KR [R | I] \begin{bmatrix} X_1 \\ X_2 \\ X_3 \\ 0 \end{bmatrix} \quad \text{where} \quad P_r = KR, \bar{X} = \begin{bmatrix} X_1 \\ X_2 \\ X_3 \end{bmatrix}
\] (7)

The absolute conic \( \Omega \) consists of the imaginary points satisfying the following equation [4],

\[
x_1^2 + x_2^2 + x_3^2 = 0, x_4 = 0.
\] (8)

The absolute conic is an ideal conic on the infinite plane with a zero radius and can be represented as the following matrix form.

\[
x^T \bar{\Omega} x = 0, \quad \text{where} \quad \bar{\Omega} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\] (9)

The image of the absolute conic, \( \omega \), consists of the point \( x \) satisfying the following equation.

\[
x^T \bar{\omega} x = 0 \quad \text{where} \quad \bar{\omega} = P_r^{-1} \bar{\Omega} P_r^{-1} = K^{-1} R^{-1} I R K^{-1} = K^{-1} K^{-1}
\] (10)

The symmetric matrix, \( \bar{\omega} \), representing the image of the absolute conic depends only on the internal parameter matrix, \( K \), regardless of the rotation and translation of the camera. Therefore, if we obtain the image of the absolute conic from the scene, we can determine the internal parameter matrix, \( K \). However, because the image of the absolute conic is imaginary, we could not find any real point on the conic.

Nonetheless, there are imaginary points on the image of the absolute conic. Circular points \( z_1 \) and \( z_2 \) with respect to the plane normal to the \( X_3 \)-axis are defined as follows [4].

\[
[X_1,X_2,X_3]^T = [1,0,0]^T
\] (11)

where \( i \) is the imaginary number satisfying \( i^2 = -1 \).

The circular points of the plane are the intersection points of the plane normal to the \( X_3 \)-axis and the absolute conic, and they are a complex conjugate pair.

Thus, the projected images \( z_1 \) and \( z_2 \) of the circular points \( Z_1 \) and \( Z_2 \) are also located on the image of the absolute conic, \( \omega \), as follows:

\[
x^T K K^T z = 0, x_1 = 0, z_1 K^T z_2 = 0.
\] (12)

The vanishing point to the \( X_3 \)-axis, \( v_{\infty} \), which is the projected image of the point at infinity along the \( X_3 \)-axis,
\[ [X_1, X_2, X_3, X_4]^T = [0, 0, 0, 1]^T \] can be represented as follows:

\[
v_e = K[R][t] = K\begin{bmatrix} r_1 \\ r_2 \\ r_3 \\ r_4 \end{bmatrix}
\]

(13)

The vanishing line \( L \) of plane \( X_1X_2 \) is the projected line image of the points on the line at infinity, \( L_a \), which consists of the points satisfying \( X_3 = X_4 = 0 \) and any point on the vanishing line, \( p_a \), can be represented as follows:

\[
p_a = K[R][t] = K\begin{bmatrix} X_1 \\ X_2 \\ X_3 \\ X_4 \end{bmatrix} = K\begin{bmatrix} X_{r_1} + X_{r_2} \\ X_{r_3} + X_{r_4} \\ X_{r_1} + X_{r_2} \\ X_{r_3} + X_{r_4} \end{bmatrix}
\]

(14)

Thus, we can show that \( v_e \) and \( p_a \) satisfy the following equation from equations (13) and (14).

\[
p_a^T K^{-1} v_e = 0
\]

(15)

Because the projected images of the circular points \( z_1 \) and \( z_2 \) are located on the vanishing line \( L \) of the plane \( X_1X_3 \), we can show that the points \( z_1, z_2, \) and \( v_e \) also satisfy the following equations according to equation (15),

\[
x_2^T K^{-1} v_e = 0, x_1^T K^{-1} v_e = 0.
\]

(16)

Thus, from the identification of the images of the circular points \( z_1 \) and \( z_2 \) and the vanishing point \( v_e \) from the scene, we can retrieve four internal parameters, \( f_1, f_2, c_1, c_2 \), from equations (12) and (16) and the following equation [13].

\[
\begin{bmatrix} 1/f_1^2 & 0 & -c_1/f_2^2 \\ 0 & 1/f_2^2 & -c_2/f_2^2 \\ -c_1/f_2^2 & -c_2/f_2^2 & 1 + c_1^2/f_1^2 + c_2^2/f_2^2 \end{bmatrix}
\]

(17)

There are many methods for identifying the internal parameters using parallelepiped objects [7-12]. Among the previous works on camera calibration methods using elliptic images [13-15], one method [13] similar to our approach was conducted by using the inside images of cylindrical beverage cans or cups, and most of its results are applicable to our problem. However, in that work, the left and right side outliers connecting the top circle and the bottom circle should be observed in the image in

(a) outside image of cylinder

(b) inside image of cylinder

Fig. 5. Two Elliptic Images in a Cylinder.
order to identify the vanishing point \( v_a \), as shown in Fig. 5(a). However, such real images of the outliers could not be observed from the internal view of the cylindrical pipes, as shown in Fig. 5(b).

In the next section, we propose an identification method for the vanishing point from the internal image of a pipe and a camera calibration process using two elliptical images inside a cylinder.

3. PROPOSED CAMERA CALIBRATION STRATEGY

3.1 Identification of Circular Points

The following form represents any circle \( C \) on planes normal to the \( X_1 \)-axis.

\[
X_1^2 + X_2^2 + aX_1 X_4 + bX_1 X_5 + cX_4^2 = 0
\]

(18)

We can easily show that such a circle intersects with the line at infinity \( L_a \) whose \( X_4 \) is zero, while the intersection points are only the circular points, \( Z_1 \) and \( Z_2 \). This means that the circles \( C_1 \) and \( C_2 \) intersect each other at the circular points, \( Z_1 \) and \( Z_2 \), and the elliptical images of the circles, \( e_1 \) and \( e_2 \), also intersect at the images of the circular points \( z_1 \) and \( z_2 \) on the image plane.

Because the circular points \( Z_1 \) and \( Z_2 \) are a complex conjugate pair, \( z_1 \) and \( z_2 \) are a complex conjugate pair that could not be observed in real images. In general, because an ellipse has a quadratic form in homogeneous coordinates, the number of intersection points of the two ellipses is four, and these intersection points are either four real points, two real points and a pair of complex conjugate points, or two pairs of complex conjugate points [16-17].

In the internal images of the cylindrical pipes, the four real intersection points depicted in Fig. 6(a) could not be found. In the case where only complex conjugate intersection points are found, as shown in Fig. 6(b), the points are just the images of the circular points. But when two pairs of a complex conjugate are found as intersection points, as shown in Fig. 6(c) or (d), these two pairs are the images of the circular points corresponding to two planes having two different normal directions, as shown in Fig. 7. Therefore, it is necessary to distinguish which corresponds to the real one among the two pairs of complex conjugated intersection points, and it will be shown in Section 4 that this problem can be solved by using the known radius of the circles.

If we have identified the image of the circular points from the intersection points of two elliptic images, the vanishing line can also be identified, because the images of the circular points are on the vanishing line. Though the images of the circular points are a complex conjugate pair, the vanishing line is a real image.

3.2 Identification of Vanishing Point Along \( X_2 \)-Axis

Figure 8 shows a cylinder consisting of two circles, \( C_1 \) and \( C_2 \), and the internal image of that cylinder. Let an arbitrary point on the vanishing line \( L_a \) be denoted by \( p_a \).
Let $\tilde{e}_1$ and $\tilde{e}_2$ be $3 \times 3$ matrix representations of the ellipse images $e_1$ and $e_2$. With the point $p_\alpha$ as a pole, we can obtain the polar line $l_1 (= \tilde{e}_1 p_\alpha)$ with respect to the ellipse $e_1$, and the line $l_2 (= \tilde{e}_2 p_\alpha)$ is also the polar line of the point $p_\alpha$ with respect to the ellipse $e_2$.

Let the points $a_1$ and $b_1$ be the intersection points of the ellipse $e_1$ and the line $l_1$. In addition, let the points $a_2$ and $b_2$ be the intersection points of the ellipse $e_2$ and the line $l_2$. The points $a_1$, $b_1$, $a_2$, and $b_2$ are the image of the points $A_1$, $B_1$, $A_2$, and $B_2$, respectively. Thus, the polar lines $l_1$ and $l_2$ are the images of $\tilde{A}_1 \tilde{B}_1$ and $\tilde{A}_2 \tilde{B}_2$ respectively.

Because $V_\alpha$, the point at infinity along the $X_\alpha$-axis, is the intersection point of two outliers, $\tilde{A}_1 \tilde{A}_2$ and $\tilde{B}_1 \tilde{B}_2$, the vanishing point, $v_\alpha$, can be obtained by computing the intersection point of the lines $a_1 a_2$ and $b_1 b_2$.

The images of the center points of the circles, $o_1$ and $o_2$, can also be obtained using the pole-polar relationship, as follows [13]:

$$o_1 = \tilde{e}_1^{-1} l_\alpha, \quad o_2 = \tilde{e}_2^{-1} l_\alpha.$$  

(19)

3.3 Identification of the External Camera Parameters

As mentioned in Section 2, the internal camera parameters can be retrieved from Eqs. (12) and (16) if the images of the circular points and the vanishing point are identified from the scene. The remaining calibration process for identifying the external camera parameters, such as the rotation and translation from the reference coordinates to the camera coordinates, is similar to other works, and the computation method for the external parameters and radius of the circle can be found in the reference [13].

4. SIMULATIONS AND EXPERIMENTS

4.1 Simulation Results

To verify the calibration algorithm we have proposed, simulation works have been carried out with the artificial images generated from given calibration parameters.

Figure 9 shows generated ellipses, the calculated vanishing points, and the ellipse centers for several cases of varying $R_c$.

In these cases, 1% random noises are added to the radius of the circles $C_1$ and $C_2$ when the ellipse images are generated. Because there are two real intersection points between the two ellipses, we can obtain a unique parameter set, as shown in Table 1.

Because there is no difference in elliptic images while rotating the pipe along the $X_\alpha$ axis, it is impossible to identify the rotation angle $R_\alpha$ about the $X_\alpha$ axis from the two elliptic images of a cylinder. Thus, the calculated angle $R_\alpha$ can be quite different from the given value, as shown in Table 1.

Figure 10 shows two cases when there are no real.
intersection points between the two ellipses. From two pairs of circular points, we can obtain two sets of parameters, as shown in Table 2.

Two sets of calibrated parameters correspond to two respective pairs of circular points, as mentioned earlier. As shown in Table 2, the radii of circle, \( r \), of the result #1B or the result #2B are similar to the given radius of 200 mm, though the radii of the result #1A and the result #2B are quite different from the real value. Thus, we can easily distinguish which parameter set is the actual one from the comparison of the calculated radius with the real radius.

### Table 1. Calculated Parameters for Varying \( R_0 \) with Real Intersection Points

<table>
<thead>
<tr>
<th>Parameter (mm)</th>
<th>Given Value</th>
<th>( R_0 ) (deg)=40°</th>
<th>( R_0 ) (deg)=50°</th>
<th>( R_0 ) (deg)=60°</th>
<th>( R_0 ) (deg)=80°</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>250.00</td>
<td>249.50</td>
<td>248.85</td>
<td>249.88</td>
<td>250.48</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>200.00</td>
<td>199.54</td>
<td>199.55</td>
<td>200.58</td>
<td>199.72</td>
</tr>
<tr>
<td>( c_1 ) (pixel)</td>
<td>320.00</td>
<td>319.47</td>
<td>318.41</td>
<td>318.53</td>
<td>320.29</td>
</tr>
<tr>
<td>( c_2 ) (pixel)</td>
<td>240.00</td>
<td>240.49</td>
<td>240.25</td>
<td>239.93</td>
<td>240.22</td>
</tr>
<tr>
<td>( R_0 ) (deg)</td>
<td>10.00</td>
<td>10.25</td>
<td>10.18</td>
<td>9.99</td>
<td>10.05</td>
</tr>
<tr>
<td>( R_1 ) (deg)</td>
<td>-</td>
<td>40.18</td>
<td>50.32</td>
<td>60.19</td>
<td>79.98</td>
</tr>
<tr>
<td>( R_2 ) (deg)</td>
<td>5.00</td>
<td>87.69</td>
<td>87.36</td>
<td>86.96</td>
<td>84.59</td>
</tr>
<tr>
<td>( t_1 ) (mm)</td>
<td>100.00</td>
<td>100.88</td>
<td>102.79</td>
<td>102.86</td>
<td>99.37</td>
</tr>
<tr>
<td>( t_2 ) (mm)</td>
<td>-50.00</td>
<td>-51.03</td>
<td>-50.40</td>
<td>-49.78</td>
<td>-50.72</td>
</tr>
<tr>
<td>( t_3 ) (mm)</td>
<td>500.00</td>
<td>498.99</td>
<td>497.06</td>
<td>498.78</td>
<td>500.68</td>
</tr>
<tr>
<td>( r ) (mm)</td>
<td>200.00</td>
<td>200.07</td>
<td>199.26</td>
<td>199.07</td>
<td>200.61</td>
</tr>
</tbody>
</table>
4.2 Experimental Results

We constructed an experimental setup that had several internal circular grooves whose distance between each other and radius were known. The internal radius of the pipe was 298 mm and d, the distance between two reference circular grooves, was 100 mm.

We used a SONY FCB-EX480 color CCD camera with a zoom lens to record the experimental video images with a digital video recorder in AVI motion picture format and converted the images to BMP image files with 640 x 480 resolutions.

The captured images had a little nonlinear lens distortion that is not considered in our image formation model, and we restored the images to the distortion-free images by using the well-known Tsai's calibration algorithm [1].

Figure 11 shows an image of an internal view of the experimental pipe. We computed the calibration parameters and calculated the longitudinal distance from the reference circle, $C_i$, to several points to validate the proposed method. The real and the estimated longitudinal distances to points $P_1$, $P_2$, $P_3$, and $P_4$ are provided in Table 3.

Figure 12 shows another internal view and Table 4 shows the real and the estimated distances from the reference circle. As shown in Tables 3 and 4, the distance errors were about 3 mm. This result shows that the proposed method is valid because the resultant distance errors were similar to the error corresponding to one pixel, and such accuracy is sufficient to determine the integrity of thermal sleeves and the safety injection nozzle.
Table 2. Calculated Parameters for Varying R_1 with No Real Intersection Points

<table>
<thead>
<tr>
<th></th>
<th>Given value</th>
<th>R_1(deg)=20°</th>
<th></th>
<th>R_1(deg)=30°</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Result #1A</td>
<td>Result #1B</td>
<td>Result #2A</td>
<td>Result #2B</td>
</tr>
<tr>
<td>f_1(mm^2)</td>
<td>250.00</td>
<td>133.07</td>
<td>251.34</td>
<td>60.82</td>
<td>251.92</td>
</tr>
<tr>
<td>f_2(mm^2)</td>
<td>200.00</td>
<td>107.14</td>
<td>200.83</td>
<td>54.86</td>
<td>201.00</td>
</tr>
<tr>
<td>c_1(pixel)</td>
<td>320.00</td>
<td>437.49</td>
<td>320.71</td>
<td>481.30</td>
<td>321.79</td>
</tr>
<tr>
<td>c_2(pixel)</td>
<td>240.00</td>
<td>196.12</td>
<td>240.66</td>
<td>203.11</td>
<td>241.54</td>
</tr>
<tr>
<td>R_1(deg)</td>
<td>10.00</td>
<td>-11.90</td>
<td>10.16</td>
<td>-16.08</td>
<td>10.41</td>
</tr>
<tr>
<td>R_2(deg)</td>
<td>-</td>
<td>-25.07</td>
<td>19.724</td>
<td>-58.48</td>
<td>29.40</td>
</tr>
<tr>
<td>R_3(deg)</td>
<td>5.00</td>
<td>92.00</td>
<td>88.01</td>
<td>94.59</td>
<td>87.92</td>
</tr>
<tr>
<td>t_1(mm)</td>
<td>100.00</td>
<td>-86.23</td>
<td>98.85</td>
<td>-143.67</td>
<td>97.26</td>
</tr>
<tr>
<td>t_2(mm)</td>
<td>-50.00</td>
<td>35.78</td>
<td>-51.48</td>
<td>12.92</td>
<td>-53.47</td>
</tr>
<tr>
<td>t_3(mm)</td>
<td>500.00</td>
<td>522.39</td>
<td>501.09</td>
<td>721.74</td>
<td>502.61</td>
</tr>
<tr>
<td>r (mm)</td>
<td>200.00</td>
<td>373.00</td>
<td>199.71</td>
<td>660.99</td>
<td>200.12</td>
</tr>
</tbody>
</table>

Table 3. Longitudinal Distances of Experiment #1

<table>
<thead>
<tr>
<th></th>
<th>P_x</th>
<th>P_y</th>
<th>P_z</th>
<th>P_z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real (mm)</td>
<td>100.0</td>
<td>100.0</td>
<td>140.0</td>
<td>160.0</td>
</tr>
<tr>
<td>Calculated (mm)</td>
<td>98.27</td>
<td>98.75</td>
<td>138.52</td>
<td>159.35</td>
</tr>
</tbody>
</table>

Table 4. Longitudinal Distances of Experiment #2

<table>
<thead>
<tr>
<th></th>
<th>P_x</th>
<th>P_y</th>
<th>P_z</th>
<th>P_z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real (mm)</td>
<td>100.0</td>
<td>100.0</td>
<td>200.0</td>
<td>260.0</td>
</tr>
<tr>
<td>Calculated (mm)</td>
<td>97.46</td>
<td>100.97</td>
<td>199.68</td>
<td>262.54</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, we have proposed a camera calibration and measurement method using two elliptic contours inside a pipe. It has been shown by simulation and experiments that the proposed method is valid.

The method can be used to measure the positions of the thermal sleeve and scratches from the video images of a safety injection nozzle that are captured by an ROV inside nuclear reactors in Korea. It can also be used to perform visual inspection, defect measurement, and localization of a pipe inspection robot inside pipes.

In further works, we will study a camera calibration method that can also identify a nonlinear lens distortion from a single image.
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