1. INTRODUCTION

Software dependability is one of the most important features for nuclear I&C systems. Dependability can have several important attributes such as safety, reliability, security, etc [1]. Safety and reliability are tightly related to software failures that are caused by faults. High dependability often implies high investments for software testing, verification and validation.

A number of software complexity metrics are highly correlated with measures of quality such as fault count [2]. The likelihood that a software component will fail is directly related to the complexity of that software module. Software complexity metrics can thus be used as good predictors of software dependability. It is also important that software complexity metrics can be obtained early in the software life cycle.

Numerous studies focused on searching relationships between software metrics and software faults have been carried out. There are two categories for estimating software faults using software metrics, using statistical techniques and using machine learning. The models using statistical classification techniques include Discriminant Analysis [2] and Factor Analysis [3] and those using machine learning classification techniques include decision trees [4], artificial neural networks [5], support vector machines [6][7], etc. Many of these studies have dealt with finding the subsets of the software metrics that are most likely to predict the existence of faults. However, none of the metrics defined thus far can fully capture all aspects of software complexity and fault distribution. Researchers have recognized that the sets of metrics can capture software complexity better than any single metrics [8].

Early prediction of the risky modules of safety critical software makes it possible to focus on testing activities and regulation activities more efficiently. Many faults of software systems occur in only a few software components, and as such software verification and validation activities should focus on identifying and eliminating high risky problems that may be encountered during the software project [9].

SVM (Support Vector Machine) is known to generalize well even in high dimensional spaces under small training sample conditions and it is adaptive to model nonlinear functional relationships that are difficult to model with other techniques. It has been used successfully in many object recognition applications [10].

In this paper, we present a prediction model of risky modules during the early software lifecycle using machine learning algorithms.
learning techniques and software complexity metrics. Complexity metrics of each software module are used as input variables for the prediction model. An input variable selection technique that uses a sensitivity analysis and correlation coefficients is suggested. An empirical study with various machine learning algorithms was executed using two NASA software projects, CM1 and PC1 datasets. The results show that the SVMs perform as well or better than the other machine learning algorithms.

The remainder of this paper is organized as follows. In chapter 2, we present related research for our modeling approach. SVM and other machine learning algorithms are introduced. In chapter 3, we present a methodology for risky module prediction. In chapter 4, we show the experimental results and discuss them. Finally, some concluding remarks are given in chapter 5.

2. RELATED RESEARCH

2.1 Support Vector Machines (SVMs)

Support Vector Machines (SVMs) are kernel based learning machines introduced by Vapnik [11]-[13]. SVMs use the structural risk minimization principle (SRM) for minimizing generalization error, and they can generalize high dimensional feature spaces using small training sample data sets

2.1.1 The Case When the Data Are Linearly Separable

Figure 1 shows the linear separation of two classes by SVM in two-dimensional spaces. The hyperplane corresponding to $w \cdot x + b = 0$ is the optimal hyperplane. The distance between $w \cdot x + b = 1$ and $w \cdot x + b = -1$ is the margin. Intuitively, however, we expect that a hyperplane with a larger margin will be more accurate at classifying future data tuples than a hyperplane with a smaller margin. The optimal hyperplane corresponds to the one that minimizes the training error and has the maximal margin. If the data are linearly separable, the separating hyperplane that creates the maximum distance between the plane and the nearest data is the optimal separating hyperplane. This is called the maximum marginal hyperplane.

The optimal hyperplane must satisfy the following constrained minimization:

$$\min \left\{ \frac{1}{2} |w|^2 \right\}$$

s.t. $y_i (w \cdot x_i + b) \geq 1, i = 1, 2, \ldots, l$

where $(x_i, y_i)$ is the training set and $l$ is the number of training sets.

2.1.2 The Case When the Data Are Linearly Inseparable

If the data are not linearly separable, as in Figure 2, no straight line that would separate the classes can be found. In order to generalize to the case where the input spaces cannot be separated into the two classes properly, a hyperplane is established in the high dimensional feature space and the nonlinear classification is replaced by a linear classification problem.

If the dimensionality of the new feature space is sufficiently high, the data will always be linearly separable. The maximum marginal hyperplane found in the new space corresponds to a nonlinear separating hypersurface in the original space. For supporting nonlinear mapping into feature space, the kernel function is used. The kernel function $K(x_i, x_j)$ is defined as follows:

$$K(x_i, x_j) = \phi(x_i) \cdot \phi(x_j)$$

Fig. 1. Support Vectors

Fig. 2. Linearly Inseparable Data
Properties of the kinds of kernel functions that could be used to replace the dot product have been studied. The most common kernel functions are linear, polynomial, gaussian, and sigmoid.

These kernel functions are as follows:

\[
K(x_i, x_j) = \left\langle x_i, x_j \right\rangle + 1
\] (3)

Radial basis: \(K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right)\) (RBF) (4)

Sigmoid: \(K(x_i, x_j) = \tanh(\nu(x_i, x_j) + c)\) (5)

There are no golden rules for determining which admissible kernel will result in the most accurate SVM. In practice, the chosen kernel does not generally have a large impact on the resulting accuracy. SVM training always finds a global solution, unlike neural networks such as backpropagation, where many local minima usually exist. Experiments for these three kernel functions will be performed in this research.

2.2 Other Machine Learning Algorithms

There are many classification and prediction methods such as decision tree induction, Bayesian classification, rule-based classification, and lazy classifier in addition to support vector machines. In this paper, we compare the performance of machine learning algorithms among support vector machines, \textit{k}-Nearest Neighbor, naïve-Bayesian, and ensemble methods.

2.2.1 Naïve Bayesian Classification

Bayesian classifiers are statistical classifiers. They can predict class membership probabilities, such as the probability that given data belong to a particular class. Bayesian classification is based on Bayesian’s theorem. One highly practical Bayesian learning method is the Naïve Bayesian learner, often called the Naïve Bayesian classifier. Bayesian classifiers also exhibit high accuracy and speed when applied to large datasets. Naïve Bayesian classifiers assume that the effect of an attribute value on a given class is independent of the values of the other attributes [14[15].

The naïve Bayesian classifier is based on the simplifying assumption that the attribute values are conditionally independent given the target value. In other words, the assumption is that, given the target value of the instance, the probability of observing the conjunction \(a_1, a_2, \ldots, a_n\) is just the product of the probabilities for the individual attributes: \(P(a_1, a_2, \ldots, a_n | v_j) = \prod_i P(a_i | v_j)\). Substituting this into Equation (6), we derive the approach used by the naïve Bayesian classifier.

\[
v_{nb} = \arg\max_{v \epsilon \Omega} P(v_j) \prod_i P(a_i | v_j)
\] (6)

Various empirical studies of this classifier in comparison to the decision tree and the neural network classifiers have revealed it to be comparable in some domains. In theory, Bayesian classifiers provide the minimum error rate in comparison to all other classifiers. However, in practice this is not always true owing to inaccuracies in the assumptions made for its use, such as class conditional independence, and the lack of available probability data.

2.2.2 \textit{k}-Nearest Neighbor

The classification methods discussed previously—support vector machines and Naïve Bayesian classification—are all eager learners. Eager learners will construct a generalization model before receiving new test data to classify. On the other hand, lazy learners simply store training data set and wait until test data arrives. When it obtains the test data, it then performs generalization in order to classify the data based on their similarity to the stored training data set [14][15].

The \textit{k}-nearest neighbor method is an example of the lazy learner. It was first described in the early 1950s. Nearest neighbor classifiers are based on learning by comparing given test data with training data sets that are similar to the data. Given unknown data, a \textit{k}-nearest neighbor classifier searches the pattern space for the \textit{k} training data that are closest to the unknown data. The \textit{k} training data are the \textit{k} “nearest neighbors” of the unknown data. Nearest neighbor classifiers use distance-based comparisons that intrinsically assign equal weight to each attribute.

2.2.3 Ensemble Methods

Techniques for improving classification accuracy by aggregating the predictions of multiple classifiers are referred to as ensemble or classifier combination methods. Table 1 shows the general procedure for an ensemble method. An ensemble method constructs a set of base

<table>
<thead>
<tr>
<th>Table 1. Algorithm for an Ensemble Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>General procedure for an ensemble method.</td>
</tr>
<tr>
<td>1. Let (D) denote the original training data, (k) denote the number of base classifiers, and (T) be the test data.</td>
</tr>
<tr>
<td>2. for (i = 1) to (k) do</td>
</tr>
<tr>
<td>3. Create training set, (D_i) from (D).</td>
</tr>
<tr>
<td>4. Build a base classifier (C_i) from (D_i).</td>
</tr>
<tr>
<td>5. end for</td>
</tr>
<tr>
<td>6. for each test record (x \epsilon T) do</td>
</tr>
<tr>
<td>7. (C'(x) = \text{Vote}(C_1(x), C_2(x), \ldots, C_k(x)))</td>
</tr>
<tr>
<td>8. end for</td>
</tr>
</tbody>
</table>
classifiers from the training data and performs classification by voting on the predictions made by each base classifier [16].

Bagging is a typical ensemble method. Bagging, also known as bootstrap aggregating, is a technique that repeatedly samples from a data set according to a uniform probability distribution. Each bootstrap sample has the same size as the original data. Because the sampling is done with replacement, some instances may appear several times in the same training set, while others may be omitted from the training set.

The bagged classifier often has significantly greater accuracy than a single classifier derived from the original training data. It is also more robust to the effects of noisy data. The increased accuracy occurs because the composite model reduces the variance of the individual classifiers [15].

2.3 PCA and Sensitivity Analysis

The selection of software metrics that will be used as input variables is important for the performance of a prediction model. Software complexity metrics have been shown to be closely related to the distribution of faults in program modules [2]. Also, there is a phenomenon in which performance degrades as the number of inputs increases [17][18]. Dimensionality reduction techniques have been used to obtain better prediction models. One of the most common methods for dimensionality reduction is Principal Components Analysis (PCA) [19]. Many software metrics have a high correlation with each other. PCA transforms raw data into variables that are not correlated to each other. While PCA is very useful, its weakness lies in the difficulty of intuitive understanding about induced dimensions.

Another method for dimension reduction is sensitivity analysis [20]. Sensitivity analysis methods estimate the rate of change in the output of a model as a result of varying the input values. The estimated values can be used to decide which value will be selected. However, in case of using a sensitivity analysis, it is possible to have a set of highly related complexity metrics. The sensitivity analysis method which is used in Gondra’s research [21] analyzes the criticality of each input variable. Elish used a selection method based on correlation among input variables [22]. This is called the correlation based feature selection technique (CFS) [23]. All combinations of input variables are used for selecting the best choice of the estimated results.

3. METHODOLOGY

In this, we are going to predict the risky modules using software complexity metrics. Figure 3 shows the basic concept of this methodology.

The software metric repository has various sets of software metrics. It provides a training data set for a prediction model. If new nuclear safety-critical software is developed, we can predict the risky modules using its complexity metrics and the similar data sets which were collected from the previous projects. Using the software modules predicted with to be highly risky, it is possible to execute effective and efficient safety evaluation activities. The final aim of this research is to enhance the dependability of safety-critical software.

The main procedure for our study is as follows:
• select input variables from software metrics
• determine risk levels for software modules (ex, High Risk Module or Low Risk Module)
• predict software module’s risk level
• evaluate prediction results with performance measures

There are many kinds of software metrics that can be used input variables for machine learning. As there is a phenomenon in which performance degrades as the number of inputs increases, the selection of software metrics is important for the performance of a prediction model. Risk level is defined as the value that presents risk that defines the importance of the software module to the user. It is necessary to determine the risk level for each software module. Next, we can predict a software module’s risk level with selected input variables. Lastly, we evaluate execution results with performance measures.

3.1 Selection of Input Variables

In our research, complexity metrics of each software module are used as input variables for prediction model. As stated previously, both PCA[19] and sensitivity analysis[20] have some weak points for the risky module classification. We use sensitivity values for F1 measures and correlation coefficients of input variables. The sensitivity analysis for F1 values quantifies the importance of each
input variable. The F1 measure is selected for the sensitivity analysis because it is a composite measure wherein precision and recall are equally considered by taking their harmonic mean. This sensitivity analysis method estimates the rate of change of the F1 measure as a result of varying the input values. The rate of change can be used to determine the importance of each input variable. If the rate of change of the F1 measure is large, the relevant input variable is an important feature for the prediction model. Original data will be normalized before calculating the sensitivity value. Given input vectors \( X = \{x_i\}_i \), where \( x_i \in \mathbb{R}^d \), for a SVM with the F1 measure \( y = f(X) \), \( X = \{x_i\}_i \), the sensitivity of \( F1(SoF) \) measure for each input variable \( x_i \) is defined as

\[
SoF_j = 100 \times \left| f(X) - f(X + \Delta x_j) \right|
\]

subject to \( X + \Delta x = \{x_i + \Delta x_i\}; i = 1, 2, ..., n \)

where \( n \) is the number of data sets, \( d \) is dimension of input variables, and \( \Delta x \) is a small value added to the \( x_i \) of \( x \).

After executing the sensitivity analysis, we calculate the correlation coefficient matrix of input variables. The correlation coefficient represents the normalized measure of the strength of the linear relationship between input variables. The correlation coefficients range from -1 to 1, where

- Values close to 1 suggest that there is a positive linear relationship between two input variables.
- Values close to -1 suggest that there is a negative linear relationship between two input variables.
- Values close to or equal to 0 suggest there is no linear relationship between two input variables.

Using the correlation coefficient, we can determine the redundancy of input variables. If two input variables are significantly correlated to each other, we can discard one of them. First, we choose the first input variable from the START list, which contains the input variables in decreasing order of sensitivity. This variable has the largest sensitivity among the total input variables. It is added to the SELECTED list and is removed from the START list. Next, we remove the next largest one from the START list. If the absolute values of correlation coefficients between the next largest one and pre-selected input variables in the SELECTED list do not exceed the threshold \( \beta \), then it is added to the SELECTED list. Otherwise it is discarded. This process is repeated until the START list is empty. Table 2 shows the basic steps of the selecting input variables. By modifying the threshold, we can adjust the number of input variables for the prediction model. In our research, we conducted empirical studies that evaluated several machine learning algorithms with threshold \( \beta \) values of 0.4, 0.5, 0.6, and 0.7.

### 3.2 Determination of a Risk level

Risk is the combination of the probability of an abnormal event or failure and the consequence(s) of that event or failure to a system’s components, operators, users, or environment [24]. In this paper, we define risk level. It is a value representing risk that defines the importance of the software module to the user. The modules predicted as a high risk level will be called high risk modules. Severity presents the degree of impact that a requirement has on a system. Severity level of the module quantifies the impact of a fault on the overall system. Fault count is the number of faults that occurred in the module. For example, severity level 5 may imply that the defect caused a loss of functionality without a workaround, whereas severity 1 may mean that the impact is superficial and does not cause any major disruptions to the system.

The value of the severity level should be determined by domain or application experts. For example, in the nuclear field, graded requirements for nuclear software can be used for determination of severity level. There are several standards and regulatory guidance for determining software grade.

The risk level of a software module \( m \) is defined as follows:

\[
Risk_{Level_m} = Severity_{Level_m} \times (1 + Fault_{Count_m})
\]

where,

- \( Risk_{Level_m} \): A value representing risk that defines the importance of the software module to the user.
- \( Severity_{Level_m} \): Severity presents the degree of impact that a requirement has on a system. The severity level of the module quantifies the impact of a fault on the overall system.
- \( Fault_{Count_m} \): Fault count is the number of faults that occurred in the module.

Fault count is the number of faults that occurred in the module. Even if the fault is corrected, the fault count is increased by one. Table 3 shows the relationship between risk level and a risky module. The value of \( \alpha \) is related to the number of faults and the severity level of each module.

### Table 2. Basic Algorithm for Selecting Input Variables

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Begin with the START list containing the input variables in decreasing order of sensitivity.</td>
</tr>
<tr>
<td>2.</td>
<td>Calculate the correlation coefficients matrix ( A_{\alpha,\beta} ) of input variables</td>
</tr>
<tr>
<td>3.</td>
<td>Let SELECTED is an empty list.</td>
</tr>
<tr>
<td>4.</td>
<td>Let ( v_j ) is the highest one in START.</td>
</tr>
<tr>
<td></td>
<td>If ( \forall v_j \in \text{SELECTED},</td>
</tr>
<tr>
<td>5.</td>
<td>If START is not empty, go to 4.</td>
</tr>
<tr>
<td>6.</td>
<td>Return SELECTED.</td>
</tr>
</tbody>
</table>
For example, if a module’s fault count is 1 and the severity level is 1, the risk level is 2. Then, is the module risky? We cannot answer this question with an unqualified “yes”. Rather, it is dependent on the characteristics of the domain and the application for which relevant software will be used. The value of $\alpha$ should be determined by domain or application experts. In our research, the experiments are performed with $\alpha = 2$.

### 3.3 Measurements of Performance

In this study, we used the following prediction performance measures: accuracy, precision, recall and F-measure. These are commonly used measures for evaluating and comparing prediction models quantitatively [25]. A confusion matrix is used for deriving these measures. The confusion matrix contains information about the actual and the predicted classification done by a machine learning algorithm. Table 4 shows the confusion matrix.

The entries in the confusion matrix have the following meaning in the context of our study:
- **TN** is the number of correct predictions that an instance is low risk,
- **FP** is the number of incorrect predictions that an instance is high risk,
- **FN** is the number of incorrect of predictions that an instance low risk, and
- **TP** is the number of correct predictions that an instance is high risk.

The accuracy ($A$) is the proportion of the total number of predictions that were correct. It is calculated using the following equation:

$$\text{Accuracy}(A) = \frac{TP + TN}{TP + TN + FP + FN} \quad (9)$$

The precision ($P$) is the proportion of the predicted high risk modules that were correct, as calculated using the following equation:

$$\text{Precision}(P) = \frac{TP}{TP + FP} \quad (10)$$

The recall ($R$) is the proportion of high risk modules that were correctly identified, as calculated using the following equation:

$$\text{Recall}(R) = \frac{TP}{TP + FN} \quad (11)$$

F1 is a composite measure wherein precision ($P$) and recall ($R$) are equally considered, as calculated using the following equation:

$$F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (12)$$

### 4. EXPERIMENTS

#### 4.1 Preparation

Two NASA datasets acquired from NASA IV&V Facility Metrics Data Program (MDP) are used for this study [26]. We selected two safety-critical NASA software projects, CM1 and PC1 datasets. CM1 is NASA spacecraft instrument software consisting of 20KLOC. PC1 is flight software for an earth orbiting satellite consisting of 40 KLOC. Both are written in C language. They collected metric values of each software module, which have been gathered using McCabe IQ. MDP provides software metrics and associated fault information for general users. Table 5 provides the number of high risk modules and low risk modules with $\alpha = 2$ that are obtained from the CM1 and PC1 datasets. The CM1 dataset has 26.3% high risk modules and the PC1 dataset has 18.8% high risk modules.

The sensitivities of F1 measures over the normalized data sets are calculated. SVM with a RBF kernel is used for calculating F1 measures. Average the values of sensitivity, results using three $\Delta$ values (0.05, 0.1, and 0.2) are used for executing the algorithm, which is described in Table 2. Table 6 and Table 7 show the results of the input
Table 6. The Results of Input Variable Selection [CM1 Dataset]

<table>
<thead>
<tr>
<th>Selected input variable</th>
<th>$\beta=0.4$</th>
<th>$\beta=0.5$</th>
<th>$\beta=0.6$</th>
<th>$\beta=0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC_EXECUTABLE</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>PARAMETER_COUNT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>CYCLOMATIC_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>LOC_BLACK</td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SEVERITY_LEVEL</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>PATHOLOGICAL_COMPLEXITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>MAINTENANCE_SEVERITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>HALSTEAD_LEVEL</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>ESSENTIAL_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>LOC_CODE_AND_COMMENT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>DECISION_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Table 7. The Results of Input Variable Selection [PC1 Dataset]

<table>
<thead>
<tr>
<th>Selected input variable</th>
<th>$\beta=0.4$</th>
<th>$\beta=0.5$</th>
<th>$\beta=0.6$</th>
<th>$\beta=0.7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CYCLOMATIC_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>LOC_COMMENT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>HALSTEAD_EFFORT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>MODIFIED_CONDITION_CNT</td>
<td></td>
<td></td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>MAINTENANCE_SEVERITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>DECISION_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>DESIGN_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
<tr>
<td>PATHOLOGICAL_COMPLEXITY</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOC_BLACK</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CALL_PAIRS</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>HALSTEAD_LEVEL</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>LOC_CODE_AND_COMMENT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>NUM_UNIQUE_OPERATOR</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ESSENTIAL_DENSITY</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>HALSTEAD_CONTENT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SEVERITY_LEVEL</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>PARAMETER_COUNT</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

variables selecting algorithm. $\beta$ is the threshold for determining the dependency between two complexity metrics. When $\beta=0.7$, CM1 dataset has 11 selected input variables, such as LOC_EXECUTABLE, PARAMETER_COUNT, CYCLOMATIC_DENSITY, LOC_BLACK, etc. In the case of $\beta=0.4$, it has 8 selected input variables, because it excludes one of the two complexity metrics which have a correlation coefficient between them above the $\beta$ value. Experiments are performed with various $\beta$ values (0.4, 0.5, 0.6, and 0.7). The reduced dataset is used to implement the risky module prediction model. These data sets are shuffled and normalized before classification in order to enhance performance.

We use 5-folder cross validation to prevent over-fitting. Over-fitting occurs when a statistical model describes random error or noise instead of the underlying relationship. Generally, a model that has over-fitting will have poor predictive performance. The initial data are randomly partitioned into 5 mutual exclusive “folds,” each being of approximately equal size. Training and testing are performed 5 times, respectively. Each sample (fold) is used the same number of times for training and once for testing.

4.2 Discussion

The major goals of this paper are to evaluate the capability of our SVM based prediction model in predicting high risk software modules. Table 8 and Figure 4 show the prediction results of the CM1 dataset. When $\beta=0.6$, bagged SVM ensemble outperforms all the other machine learning algorithms in accuracy and F1. However, when $\beta=0.4$, it is observed that single SVM achieves higher performance than the other machine learning algorithms. In this case, the accuracy and F1 measure of the CM1 dataset are 95.1% and 81.8%, respectively. This means that 95.1% of the software modules are classified correctly in the CM1 dataset. F1 is a composite measure of the proportion of the predicted high risk modules that were correct and the proportion of the high risk modules that were correctly identified. The composite measure here is 81.8%. From Table 9 and Figure 5, we can show the prediction results of the PC1 dataset. When $\beta=0.4$, it is observed that the single SVM shows the best performance in terms of accuracy and F1. In this case, the percentage of correct classification is 95.4% and F1 is 88.1%.

In general, the results show that bagged SVM ensembles are not always better than the single SVM classifier. In some cases, single SVMs are better than bagged SVM ensembles. However, when we consider the average accuracies and the F1 measures, the experimental results show the performances of single SVMs and bagged SVM ensembles are better than those of other machine learning algorithms such as kNN and naïve Bayesian.

$\beta$ is a threshold for determining dependency between two complexity metrics. Usually, if $\beta$ has a small value, the number of selected input variables is decreased. The empirical results show that the prediction performance is not significantly affected by a specific $\beta$ value. When $\beta=0.4$ or $\beta=0.5$, it is observed that the performances of the single SVM and bagged SVM are slightly better than with
other $\beta$ values. This means that the procedure for input variable reduction is useful for risky module prediction.

Figure 6 and Figure 7 summarize the performance of various kernel functions with the single SVM as measured by selected software metrics. In the case of the RBF kernel, the performances are significantly better than those of

Table 8. Accuracy and F1 Value for CM1 Dataset

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Single SVM</th>
<th>Bagged SVM</th>
<th>kNN</th>
<th>Naïve Bayesian</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>95.1%</td>
<td>94.6%</td>
<td>93.5%</td>
<td>93.0%</td>
</tr>
<tr>
<td>0.5</td>
<td>95.1%</td>
<td>95.3%</td>
<td>93.8%</td>
<td>93.4%</td>
</tr>
<tr>
<td>0.6</td>
<td>95.0%</td>
<td>95.3%</td>
<td>93.6%</td>
<td>92.8%</td>
</tr>
<tr>
<td>0.7</td>
<td>95.0%</td>
<td>95.3%</td>
<td>94.2%</td>
<td>91.7%</td>
</tr>
</tbody>
</table>

Table 9. Accuracy and F1 Value for PC1 Dataset

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Single SVM</th>
<th>Bagged SVM</th>
<th>kNN</th>
<th>Naïve Bayesian</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>95.4%</td>
<td>95.0%</td>
<td>94.4%</td>
<td>93.4%</td>
</tr>
<tr>
<td>0.5</td>
<td>95.1%</td>
<td>95.3%</td>
<td>93.8%</td>
<td>93.4%</td>
</tr>
<tr>
<td>0.6</td>
<td>95.0%</td>
<td>95.3%</td>
<td>93.6%</td>
<td>92.8%</td>
</tr>
<tr>
<td>0.7</td>
<td>95.0%</td>
<td>95.3%</td>
<td>94.2%</td>
<td>91.7%</td>
</tr>
</tbody>
</table>

Fig. 4. Performance of Various Machine Learning Methods (CM1 Dataset)

Fig. 5. Performance of Various Machine Learning Methods (PC1 Dataset)

Fig. 6. Performance of Various Kernel Functions with SVM (CM1 Dataset)

Fig. 7. Performance of Various Kernel Functions with SVM (PC1 Dataset)
In this paper, we proposed a prediction model for detecting high risk modules based on machine learning techniques and software complexity metrics. The major goal of this work is to evaluate the capability of SVM based prediction models in predicting high risk software modules. Software modules that are predicted as being of high risk can be targets for intensive software testing, V&V, and regulatory activity.

The basic technique we have developed in this study relates to a classification problem: risky software modules are classified using the observed meaningful predictors in terms of the number of errors that these modules might contain and the severity levels that were assigned by the developer during the requirement phase. Software complexity metrics would be useful as numerical measures and could be obtained prior to the test and verification of a program.

The proposed model has two phases. In the first phase, input features are selected. The sensitivity analysis for F1 measures and correlation coefficients of complexity metrics are used in the first phase. The main advantages of this approach are that the use of selected metrics is intuitive and that the redundancy between software metrics can be reduced. Selected metrics also can be used to enhance software dependability during the overall software lifecycle. In the second phase, the risky modules are predicted using various machine learning algorithms and the selected software complexity metrics.

An empirical study was performed to evaluate the capability of various machine learning algorithms in predicting risky software modules and to compare their prediction performance. It was performed using software metrics data of two NASA software projects: CM1 and PC1. Contrary to our expectations, bagged SVM ensemble methods did not always yield better performance than the single SVM. However, when we consider average accuracies and F1 measures, the performances of single SVMs and bagged SVM ensembles were better than those of other machine learning algorithms. Also, we found that the RBF kernel is very useful for classifying risky software modules.

For all classification error rates, we expect that the results predicted by machine learning algorithms can be useful and practical for software testing, V&V, and activities for regulatory reviews. The main drawbacks of the proposed model are the lack of fault data and a relevant complexity data set. The present experimental study for our model was performed using restricted datasets from NASA. To enhance practicality, it is essential to test the model using various application software used in the nuclear sector. These are possible research directions for future work.
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