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Abstract

Wireless sensor networks are comprised of sensor nodes with resource-constrained hardware. Nodes in the sensor network without adequate protection may be compromised by adversaries. Such compromised nodes are vulnerable to the attacks like false reports injection attacks and false data injection attacks on legitimate reports. In false report injection attacks, an adversary injects false report into the network with the goal of deceiving the sink or the depletion of the finite amount of energy in a battery powered network. In false data injection attacks on legitimate reports, the attacker may inject a false data for every legitimate report. To address such attacks, the probabilistic voting-based filtering scheme (PVFS) has been proposed by Li and Wu. However, each cluster head in PVFS needs additional transmission device. Therefore, this paper proposes a fuzzy logic-based false report detection method (FRD) to mitigate the threat of these attacks. FRD employs the statistical en-route filtering scheme as a basis and improves upon it. We demonstrate that FRD is efficient with respect to the security it provides, and allows a tradeoff between security and energy consumption, as shown in the simulation.
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1. Introduction

Recent advances in nano-technology made it technologically feasible and economically viable to develop low-power, battery-operated devices that integrate special-purpose computing with low-power sensing and wireless communications capabilities (Olariu et al., 2005). Wireless sensor networks are comprised of a large number of these small devices, referred to as sensor nodes, with restricted processing power, small storage space, narrow bandwidth, and limited energy lifetime (Ferreira et al., 2005). These sensor networks have the potential to be widely deployed in a variety of applications, including military surveillance, forest fire monitoring, seismic monitoring of buildings, and habitat monitoring. In such a network, sensor nodes are deployed over vast territory to detect events of interest and transmit reports over multihop paths to the single collection point (called “sink”) (Yang et al., 2005). A major benefit of sensor networks is that they perform in-networking processing to reduce large streams of raw data into useful aggregated information (Perrig et al., 2004). However, the security is an essential requirement for mission-critical applications that demand operation in adverse or hostile environments (Yang and Lu, 2004).

From a security perspective, symmetric cryptography is used by most applications since sensor nodes usually have severely constrained computation, memory, and energy resources. Sensor networks with symmetric cryptography contain a global key stored on each sensor node, prior to deployment. However, this system is particularly vulnerable to compromised nodes since the adversary only has to compromise any node in the networks. Once compromised, the node can launch false positive attacks or false negative attacks. A false positive attack indicates that an alarm is generated when no condition of attack is present (Proctor, 2000). One such attack is a false reports injection attack, in which the adversary may generate non-existent events at arbitrary locations (Yang and Lu, 2004). To combat this problem, Ye et al. (2005) proposed the statistical en-route filtering scheme (SEF) to detect and drop injected false reports during the forwarding process.

Another authentication-based scheme is called the interleaved hop-by-hop authentication scheme (IHA) (Zhu et al., 2004). This scheme focuses on false alarm and guarantees that the sink will detect any injected false data packets when no more than a certain threshold number of nodes are compromised (Xiao, 2006). Furthermore, Zhang et al. (2006) proposed the multipath-based filtering scheme to solve both problems such that secure and efficient authentication can be achieved. On the other hand, a false negative attack represents that an alarm is not generated when it should be due to the attacks (Yang and Lu, 2004). One such attack is the false data injection attack on a legitimate report, which means an adversary may inject false data into a legitimate report to filter out the report (Fig. 1). To address such an attack, Li and Wu (2006) proposed a probabilistic voting-based filtering scheme (PVFS). PVFS selects intermediate cluster-heads as verification nodes with a certain predefined probability. However, SEF and IHA do not address false negative attacks. Since PVFS is based on underlying cluster architecture each node in PVFS needs additional transmission device. Therefore, this paper proposes a fuzzy logic-based false report detection method (FRD). The proposed method deals with false reports injection attacks and false data injection attacks on legitimate reports without additional device.

As the same as SEF, FRD carefully loaded the limited amount of security information assigned to each node, and relies on the collective decisions of multiple sensors for detecting attack packet. When an event occurs, detecting nodes collectively generate a report and attach to the report their Message Authentication Codes (MACs). The source node sends the reports to the sink. Even

Fig. 1. False negative attacks
some intermediate nodes found some false MACs, the report can still be routed to the sink until threshold has been reached. The fuzzy rule-based system on the sink is exploited to determine a threshold value by considering the number of false reports, the average energy of the forwarding path, and the number of MACs in the report. We demonstrate that FRD is efficient with respect to the security provided and allows a tradeoff between security and energy consumption through simulation.

2. Background

In this section, we briefly describe SEF, and the system models and assumption of this work.

2.1 SEF Overview

SEF (Ye et al., 2005) uses the random key predistribution approach (Chan et al., 2003) as the key assignment method. In SEF, the sink maintains a global key pool of $n$ keys, divided into $p$ non-overlapping partitions. Each partition has $q$ keys (i.e., $n=p \cdot q$), and each key has a unique key index. Each node selects $t$ random keys from one of the $p$ partitions (where $t$ is the number of keys each node can carry in global key pool) and stores them into the node’s key space, together with the associated key indices. After the sensor nodes are deployed, each node endorses any event it has observed by using its key to generate a MAC on the report (Yang et al., 2005). The key assignment method of SEF is shown in Fig. 2.

When an event occurs, multiple surrounding sensors collectively generate a report that carries multiple MACs and the associated key indices (Li and Wu, 2006). When a forwarding node receives a report, it verifies the report as follows: it first checks whether the report has $t$ distinct MACs and the associated key indices. Then, it checks whether the forwarding node has the key of the report. If it has the key, the node checks whether the carried MAC is the same as the MAC it computes via its stored key. If verification succeeds, the forwarding node transmits the report to the next hop. Otherwise the report is dropped. If it does not have any of the keys, it forwards the report to the next hop.

When the sink receives a report, it checks whether the report carries $t$ MACs and key indices. Then the sink verifies the correctness of every MAC and the associated key indices because it knows all the keys. If one mismatch happens the report is rejected. In this way, the sink serves as the final guard.

SEF design harnesses the advantage of large-scale by requiring endorsement of an event report from multiple detecting nodes and by detecting false reports through collaborative filtering of all forwarding nodes along the path (Ye et al., 2005). However, SEF suffers from the major drawback that if a certain number of nodes, no matter where they locate, have been compromised, the adversary may claim false reports at an arbitrary location without the risk of being detected (Li and Wu, 2006). SEF also does not address false data injection attacks on legitimate reports. A compromised node can stall the proper reporting of a real event by injecting false data into the legitimate report that it to be filtered out.

2.2 System Models and Assumptions

This paper considers a large-scale sensor network composed of a large number of hardware-restricted sensor nodes in which the nodes are deployed in high density, so that a report can be cooperatively generated when an event is detected by multiple nodes. When this occurs, one node is elected to be the report generation node. This is a complex process, the task of choosing a node as the report generation node is out of the scope of this paper.
The attackers can be classified as either outsider or insider. The former is an attacker with no keying material beyond that generally available. The attacker may simply passively eavesdrop on radio transmissions. The latter is an attacker with access to information, obtained by keying material. We assume that attackers may be able to either compromise a node through the wireless channel, or even physically capture a node to obtain the security information installed in the node. However, we assume that the sink will not be compromised, because the protection at the sink is strong enough to defeat such compromise efforts. Once compromised, a node can be used for two types of attacks: the false report injection attacks and the false data injection attacks on legitimate reports. The compromised nodes also can launch several other attacks. For example, compromised nodes may drop every report received. However, this is out of the scope of this paper.

3. False Report Detection Method

In this section, we propose a fuzzy logic-based false report detection method (FRD), which offers a solution to problems of detection for the false report injection attacks and false data injection attacks on legitimate reports. FRD takes SEF framework as its base and improves it using four methods: report generation, en-route filtering, sink verification, and fuzzy rule-based system.

3.1 Report Generation

When an event occurs, multiple surrounding sensors collectively generate a report that carries predefined \(q\) MACs and the associated key indices (Fig. 3(a)). Then the report attaches check fields which are used to detect the false data injection attacks on legitimate reports. The check fields set corresponding bits to 0. After report generation, the center-of-stimulus (CoS) forward the report to the next hop. The report should be:

\[
\text{Report: \{\text{event, index}_1, MAC_1, index_2, MAC_2, \ldots, index_q, MAC_q, c_1, c_2, \ldots, c_q\}}.
\]

The threshold value of \(c\) represents a trade off between the false report injection attacks, the false data injection attacks on legitimate reports, and energy consumption. The sink can set a system-wide value for the threshold value of \(c\).

3.2 En-route Filtering

When a node receives a report, it will check whether there are \(q\) key indices and \(q\) MACs. It will then check whether the node has any of the keys of the report. If the node does not have any of the keys of the report, the node forwards the report to the next hop. Otherwise, the node computes MAC using its own key and then compares this with the report’s MAC. The report is transmitted to the next hop if the attached one corresponds with the reproduced MAC. If an incorrect MAC is detected, the check fields set corresponding bits to 1 (Fig. 3(b)). The node will also check whether the number of incorrect MACs is less than the threshold value of \(c\). If the number of incorrect MACs is greater than the threshold value of \(c\), the report is discarded; otherwise the report is forwarded.

3.3 Sink Verification

When the sink receives a report, it checks whether the report carries \(t\) MACs and key indices. Then, the sink verifies the correctness of every MAC and the associated key indices because it knows all the keys. If one mismatch happens, the fields set corresponding bits to 1. The node will also check whether the number of incorrect MACs is less than the threshold value of \(c\).
If the number of incorrect MAC has less than the threshold value of $c$, the report is accepted; otherwise the report is discarded. In this way, the sink serves as the final guard.

3.4 Fuzzy Rule-based System

After the sink verification, fuzzy rule-based system endows each node with the ability to make decisions against the two types of attack. In our approach, the system is implemented on the sink and the sink uses its fuzzy rule-based system to generate the optimal threshold value (Fig. 3(d)). One aspect of the appeal of fuzzy rule-based systems is that they can be used for approximate reasoning, which is particularly important when there is uncertainty in reasoning, in addition to imprecision in data (Serrano and Seraji, 2007). This threshold value will be sent to nodes in order to decide whether the report is legitimate.

FRD receives reports as inputs to the fuzzy logic and the fuzzification module converts inputs into fuzzy linguistic variable inputs. The number of false reports can be used to determine the attack type. A large number of false reports indicates that the attacker is launching false report injection attacks on the network. Under such situation, a small threshold value can save energy since it makes false reports to be dropped earlier. On the other hand, if no false report has been reported, a large threshold value would be recommended to mitigate the threat of false data injection attacks on legitimate reports. The energy is the most important resource that should be considered in sensor networks. Generally, sensor nodes are limited in power and irreplaceable since these nodes have limited capacity and are unattended (Chi and Cho, 2006). Therefore, we also have to choose a threshold value based on the energy of nodes. The threshold value should be determined based on the number of MACs since the number of incorrect MACs may be proportional to such number. If each report has a large number of MACs, we may well as choose a large threshold value. Conversely, a small threshold value should be chosen when each report carries a few MACs.

There are 5 types of linguistic variables as inputs to the fuzzy logic. The number of false reports per 5 reports can be represented as: Very Small (VS), Small (S), Medium (M), Large (L), and Very Large (VL). The nodes’ energy to the average energy of the forwarding path includes 3 subsets: Large (L), Medium (M) and Small (S). The number of MACs for each report can be represented as: Very Small (VS), Small (S), Medium (M), Large (L), and Very Large (VL). The membership functions are shown in Fig. 4.

In this paper, the fuzzy inference engine converts the input data into the threshold value of false reports. In our simulation, we used the Free Fuzzy Logic Library (FFLL) to generate the Fuzzy logic. The fuzzy rules input in the FFLL are as follows:

If it is reported or estimated that no node has been compromised, a security threshold value can be very large (e.g., maximum value).

**RULE 12:**

IF (THE NUMBER OF FALSE REPORTS IS VS) AND (AVERAGE ENERGY IS L) AND (THE NUMBER OF MACS IS S) THEN (THRESHOLD OF FALSE REPORT IS VL)

If a few nodes are compromised and reports have sufficient MACs, a security threshold value greater than the number of compromised nodes.

**RULE 29:**

IF (THE NUMBER OF FALSE REPORTS IS S) AND (AVERAGE ENERGY IS L)

There are 5 types of linguistic variables as inputs to the fuzzy logic. The number of false reports per 5 reports can be represented as: Very Small (VS), Small (S), Medium (M), Large (L), and Very Large (VL). The nodes’ energy to the average energy of the forwarding path includes 3 subsets: Large (L), Medium (M) and Small (S). The number of MACs for each report can be represented as: Very Small (VS), Small (S), Medium (M), Large (L), and Very Large (VL). The membership functions are shown in Fig. 4.

In this paper, the fuzzy inference engine converts the input data into the threshold value of false reports. In our simulation, we used the Free Fuzzy Logic Library (FFLL) to generate the Fuzzy logic. The fuzzy rules input in the FFLL are as follows:

If it is reported or estimated that no node has been compromised, a security threshold value can be very large (e.g., maximum value).

**RULE 12:**

IF (THE NUMBER OF FALSE REPORTS IS VS) AND (AVERAGE ENERGY IS L) AND (THE NUMBER OF MACS IS S) THEN (THRESHOLD OF FALSE REPORT IS VL)

If a few nodes are compromised and reports have sufficient MACs, a security threshold value greater than the number of compromised nodes.

**RULE 29:**

IF (THE NUMBER OF FALSE REPORTS IS S) AND (AVERAGE ENERGY IS L)
AND (THE NUMBER OF MACS IS L)
THEN (THRESHOLD OF FALSE REPORT IS L)

If the number of compromised node exceeds the number of MACs, the proposed method may be inefficient and useless. Thus, a security threshold value set a very small (i.e., 0).

RULE 74:
IF (THE NUMBER OF FALSE REPORTS IS VL)
AND (AVERAGE ENERGY IS L)
AND (THE NUMBER OF MACS IS VL)
THEN (THRESHOLD OF FALSE REPORT IS VS)

The output is a threshold of check fields, and its membership function is shown in Fig. 3(d). In this paper, the Center of Area (COA) is used to obtain a crisp output to control threshold of incorrect MACs.

4. Simulation Results

We consider three existing scheme for comparison: SEF, PVFS, and FRD. As a result of the space limitation of this paper, we only present the results of false report filtering and energy consumption. All methods are simulated on simulator which generates random deployment and homogeneous nodes. We also generate random key assignment and random false reports. In case of PVFS, this method brings higher probability to filter out or accept a report with votes in the first few steps (Li and Wu, 2006). We use 10,000 sensor nodes in fields. The sink and the source, with about 100 hop in between. We use a whole key consisting of 1,000 keys, divided into 10 groups, with 100 keys in each group. Each node has 30 keys. Then we are assume that report transmission consumes the same amount of energy between any pair of nodes. Based on (Ye et al., 2005), transmit = 16.25 J/byte, receive = 12.5 J/byte, original packet size = 24 bytes, key index = 10 bits, and shorter MACs = 64 bits/MAC. In the simulation, we randomly generated 10,000 reports - 1,000 false reports and 1,000 false data injection on real reports. Then, the results are averaged over ten independent measures.

Fig. 5 compares the percentage of dropped false reports of SEF, PVFS ($T_f = 3$), and FRD. The longer a report travels, the more increase the filtering performance of FRD as shown in the figure. However, the FRD has a lower filtering ratio than SEF and a higher filtering ratio than PVFS, when the report travels from the source to the sink. When the application only cares about the false reports injection attacks, we would renegotiate fuzzy if-then rules.

Fig. 6 compares the dropped reports of false data injection attack on the legitimate report of SEF, PVFS, and FRD. When false data injection attack occurs, FRD always has a higher performance than the other methods. In case of false data injection attack, SEF always filter out legitimate reports in the sink. However, FRD and PVFS determined by the threshold value. Moreover, FRD change the threshold value by using statistical data on false reports.

![Fig. 5. Portion of dropped false reports](image)

![Fig. 6. Dropped reports of false data injection attack](image)
5. Conclusion

This paper proposes FRD, to offer a solution to problems of detection for both the false report injection attack and false data injection attack on legitimate report. The method determines the threshold of check fields by considering the number of false reports, average energy of nodes, and the number of MACs. The simulation shows that this scheme is efficient with respect to the security it provides, and allows a tradeoff between security and performance.

As future work, other false negative attacks that can drop every report or modify the report it receives will be considered.
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