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ABSTRACT

The inherent complexity of semiconductor fabrication processes makes it hard to solve well-known job scheduling problems in analytical ways, which leads us to rely practically on discrete event modeling simulations to learn the effects of changing the system’s parameters. Meanwhile, unpredictable disturbances such as machine failures and maintenance diminish the productivity of semiconductor manufacturing processes with fixed scheduling policies; thus, it is necessary to adapt job scheduling policy in a timely manner in reaction to critical environmental changes (disturbances) in order for the fabrication process to perform optimally. This paper proposes an adaptive job control framework for a wafer fabrication process in a control system theoretical approach and implements it based on a DEVS modeling simulation environment. The proposed framework has the advantages in view of the whole systems understanding and flexibility of applying new rules compared to most ad-hoc software approaches in this field. Furthermore, it is flexible enough to incorporate new job scheduling rules into the existing rule set. Experimental results show that this control framework with adaptive rescheduling outperforms fixed job scheduling algorithms.
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1. INTRODUCTION

The job scheduling problem of semiconductor fabrication processes has attracted great attention in recent decades, since the impact is huge with little increase in cost to an expensive facility. Due to the inherent high complexity of the process, most of the literature has...
exploited discrete event modeling simulation techniques. Fowler\cite{6} lists the following complex characteristics of semiconductor manufacturing:

- reentrance flows due to expensive limited machinery,
- large number of products with mixed product types,
- unexpected internal and external disturbances, such as machine breakdown,
- mixed processing type of batch or a single lot job,
- sequence dependent setup times,
- a group of same type of machinery deployed,
- diverse process flows even on a single product.

Even in manufacturing a single type of product, there are many factors, such as dispatching rules, limited machinery, process time, input rate, product mix, and disturbances, which make the factory perform very differently. Thus it seems that operational planning and scheduling can create great opportunities to reduce cost by increasing performance in throughput, WIP (wafers in process) and tardiness. Due to the complexity of semiconductor manufacturing, discrete event modeling simulation has attracted more attention for real-time scheduling of semiconductor fabrication systems, as it can show the effect of system parameter changes on performance variation\cite{2}.

Simulation is used not only at the design stage of the facility, but also during running. It plays an essential part in determining the capacity of machinery, line layout, and dispatching policy by predicting the performance of the design alternatives. It is, however, still needed even after facility construction for two reasons: unexpected disturbances such as machine breakdown can distort the expected performance and necessitate prompt rescheduling, and new product orders introduced into a running facility would disorder the schedule. Thus it seems that the simulator needs to keep current facility status up-to-date all the time; therefore, if any serious factor change in the factory is detected, the simulator should be used for real-time rescheduling to maintain set production objectives, as proposed in the next section.

Most of the literature in this field is based on oper-
real system and makes use of simulation for continuous decision making. Krishnamurthi\cite{3} proposes an online simulation framework as a general decision support system; the framework simulator always monitors the status of the real system to reflect that information in the simulator itself. Smith\cite{4} uses simulation as a continuous decision maker for analysis and a generator of tasks to be done in the near future. Meanwhile, exception-based scheduling makes decisions only when exceptional events such as machine breakdown or repair occur. Manivannan\cite{5} proposes such a mechanism which modifies the temporal events calendar when real system events occur. Kim\cite{8,9} uses the notion of a soft exception; furthermore, he proposes a simulation-based real-time scheduling mechanism which changes the current dispatching rule to the best one obtained by decision making using simulation when a soft exception occurs. Whenever the controller detects an abnormal condition, it commands the simulator to evaluate alternative dispatching rules in light of the current system state. The major issues in this approach are the length of look-ahead window, how to initialize simulator state in accordance to the real system, and how fast the simulation runs for real-time decisions. Although the longer the look-ahead window is, the better the decisions are made. It requires more computing power and thus gives longer response time, which is not good for real-time decisions. Although all these systems yield fairly good suggestions, their frameworks are all based on a software engineer’s approach, not on a control system theoretical view which could be applied to general systems. To the authors’ knowledge, little work has been done similar to our approach.

2.2. Proposed Adaptive Job Control Framework

This subsection describes the proposed simulation-based control framework in detail as shown in Figure 1. The framework consists of three entities: controller model $Mc$, virtual plant model $Mv$, and evaluator model $Me$ as a decision support expert. Instead of a real plant, we use virtual plant simulator $Mv$ in two reasons; first, the real plant might not have been built yet; second even if it has been built already, a virtual plant model is required to rebuild the evaluation model as quickly as possible for fast evaluation. However we consider that the virtual plant behaves in the same way as the real one, assuming that the status of the real plant is directly reflected in the virtual plant through fab control software.

The controller takes control objectives from the user as input and output $Yv$ of virtual plant simulator $Mv$. Observing the output of the virtual plant $Yv$ and comparing it with control objective $Pt$, the controller determines a decision point (or time) when $Yv$ does not match $Pt$. This is mostly owing to disturbances. Then it commands the virtual plant to verbatim-copy the state of the plant $Mv$ at that time of decision point, $Sv'$ this is possible because the virtual plant model itself is a software implementation. Then the controller spawns a new simulation-based evaluation model $Mv'$ which is exactly the same model with $Mv$ but constructed from the current state $Sv'$ captured at the time of decision point. With evaluation condition $Re$ of dispatching rules and evaluation period, the evaluation model runs a simulation to produce performance output $Ye$, which is feed-backed to the controller. Multiple evaluation runs could be done in parallel with different evaluation conditions to speed up the total evaluation time using parallel or multi-threaded computation. Summing up the results, the controller chooses the best-fit dispatching rule along with the control objectives and applies it to
Table 1. System variables

<table>
<thead>
<tr>
<th>Item</th>
<th>Variable Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt</td>
<td>Control objectives</td>
<td>Cost function such as throughput, tardiness, WIP</td>
</tr>
<tr>
<td>Xc</td>
<td>Control Variables</td>
<td>Dispatching rules, input ratio</td>
</tr>
<tr>
<td>Yv</td>
<td>Output Variables</td>
<td>Throughput, WIP, tardiness</td>
</tr>
<tr>
<td>Sv</td>
<td>State Variables</td>
<td>Queue length, processing time</td>
</tr>
<tr>
<td>Xd</td>
<td>Disturbances</td>
<td>Machine breakdown/up</td>
</tr>
<tr>
<td>Re</td>
<td>Conditions</td>
<td>States, controls, time to evaluate</td>
</tr>
<tr>
<td>Ye</td>
<td>Evaluation results</td>
<td>Outputs from evaluation</td>
</tr>
</tbody>
</table>

the plants by issuing command \(X_c\). Disturbance \(X_d\) affects the plant performance, yielding change of performance \(Y_v\). Table 1 summarizes the system variables in Figure 1.

In view of implementation, to make this framework possible, the modeling simulation environment should meet the following requirements:

- capture the state of the virtual plant model
- transfer the captured state to evaluator
- fast construction of the evaluation model from the state of the virtual plant model
- fast evaluation speed
- real-time and logical time simulation support

2.3. DEVS M&S Environment

To satisfy the above requirements, we choose the DEVS environment as the best one to represent and implement the proposed control system framework, since DEVS formalism has a sound semantics for representing modular and hierarchical system structure and behavior\(^{[11]}\). The DEVS formalism is composed of two types of model: coupled models represent the structure of a system, and an atomic model models the behavior of a basic component which cannot be decomposed further. It also supports the notion of separation of the model from the simulation engine, called an abstract simulator. Moreover, there are versions of proven simulation engines for DEVS models, one of which is DEVSim++\(^{[12]}\). It supports real-time and/or logical time DEVS simulation and has convenient auxiliary tools such as simulation controls, logging, networking, external messaging interface, flattening, multi-threading, and so on. Recently, concepts of co-modeling architecture have been introduced to many practical simulation developments, such as war-games, which separate discrete event models with corresponding software objects that can help simulation experts and software experts work together\(^{[14]}\).

This paper won’t repeat DEVS formalism, modeling notations, and other detailed descriptions due to lack of space. Note, however, that we utilize all the benefits of the DEVS/DEVSim++ environment mentioned above.

2.4. Data Set for Virtual Plant Modeling

For scalable and standardized wafer fabrication process (fab for short) modeling simulation we utilize SEMATECH data set no. 5 provided by Fowler\(^{[6]}\) as de-facto benchmark data, which has the following characteristics:

- Each lot has 25~50 wafers
- There are 21 different product types with different input rates.
- Each workstation has more than one machine.
- Total number of machines in the line is 175.
- Each product type has 121~266 processing steps.
- Each machine has a queue for waiting lots.
- The line has 85 workstations, 20 of which are lot processing type and the remaining 65 are batch type.
- Lot arrival rate varies according to its type.

A lot of the other systems use toy mini-fab models in the data set, whereas we use a more complicated data set for practical use.

2.5. Dispatching Rules for Scheduling

Generally job scheduling in semiconductor fabrication lines is conducted via changing dispatching rules\(^{[7]}\) at each station - priority rules to select lots waiting in a queue to be processed by the workstation. Each lot (a group of wafers) has a different processing route according to product type, processing time up to now, processing time left hereafter, processing time in the current step, and due date for packaging. A workstation can make a decision as to which lot in the queue should be processed first based on this information.
Table 2. Dispatching Rule Set for Experiments

<table>
<thead>
<tr>
<th>No.</th>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EFIT</td>
<td>Earliest Fab In Time (earliest start time)</td>
</tr>
<tr>
<td>2</td>
<td>SOPT</td>
<td>Shortest Processing Time in this step</td>
</tr>
<tr>
<td>3</td>
<td>SJPT</td>
<td>Shortest Job Processing Time in total</td>
</tr>
<tr>
<td>4</td>
<td>SRW</td>
<td>Shortest Remaining Work (time left)</td>
</tr>
<tr>
<td>5</td>
<td>SRPDJT</td>
<td>Smallest Ratio of Processing Time Divided by Total Processing Time</td>
</tr>
<tr>
<td>6</td>
<td>LRPDRW</td>
<td>Largest Ratio of Processing Time Divided by Remaining Work</td>
</tr>
<tr>
<td>7</td>
<td>SPMJT</td>
<td>Smallest Processing Time Multiplied by Job Processing Time</td>
</tr>
<tr>
<td>8</td>
<td>SPMRW</td>
<td>Smallest Processing Time Multiplied by Remaining Work</td>
</tr>
<tr>
<td>9</td>
<td>SLACK</td>
<td>Smallest Margin for Due Date (time left up to due date minus processing time left)</td>
</tr>
<tr>
<td>10</td>
<td>LSPRO</td>
<td>Least Slack per Remaining Operation (SLACK divided by number of steps left)</td>
</tr>
<tr>
<td>11</td>
<td>LSPRW</td>
<td>Least Slack per Remaining Work (SLACK divided by processing time left)</td>
</tr>
<tr>
<td>12</td>
<td>EDD</td>
<td>Earliest Due Date</td>
</tr>
</tbody>
</table>

From among a variety of combinations, we selected 12 dispatching rules for our experiments as shown in the following table, though more are possible.

3. DESIGN AND IMPLEMENTATION

3.1. Controller Model

Figure 2 depicts the controller. Instead of mathematical representations of models, we use a DEVS diagram similar to a state diagram to help readers understand the models. A circle represents a state, and a solid arrow from one circle to another depicts an external transition, while a dotted arrow represents an internal transition.

The atomic controller model has three ports \(Pt, Ye,\) and \(Yv,\) and two output ports \(Xc\) and \(Yc,\) Each port carries structured messages to contain sufficient information. As shown in Figure 2, at the initial state of the controller, ‘monitor and control,’ it waits for any input event. When it receives a periodic performance message \(Yv,\) from the virtual plant, it checks whether it is time for decision making. The threshold conditions for decision making are either that the performance \(Yv,\) is significantly lower than the objective performance, or there is significant change in the system state, such as machine breakdown or repair. This information is assumed to be observable through structured messages from \(Yv,\) If decision making is required, it sends a ‘copy state’ command message through output port \(Xc,\) and sends a rule message through port \(Re\) which is connected to the evaluator model, or it returns to the ‘monitor and control’ state and waits indefinitely. If the controller receives a new objective message through \(Pt,\) which could be a new production order or a new performance goal, then it updates the state variable ‘Objectives’ for decision making.

3.2. Simulation-based Evaluator

On the other hand, when a decision point is made by the controller, the evaluator constructs a fab simulator \(Mv’\) with a snapshot of current virtual fab system status \(Sv’\). This means the simulation environment needs to have the capability to reconstruct a simulator from a given system state. Then the evaluator iterates each simulation for a given time window for each rule in the rule set. Figure 3 shows the overall evaluation and simulation control process in detail, as follows.
Initially it monitors the status of the virtual plant $Mv$ until it detects an abnormal condition. On an abnormal condition, it commands the virtual fab simulator to copy the current system status, which is transferred to the evaluator. For each rule in the rule set, it initiates a new simulation with the chosen rule in a given time window. Repeating simulations with each rule in the rule set, the evaluator chooses a best-fit result with respect to the control objective, such as maximum throughput. Then it sends notification of the best-fit rule to the controller, which in turn commands the virtual plant to change the dispatching rule. Taking into account the real circumstance, we note that simulation mode is real-time when evaluation is in process; otherwise virtual time mode is used to speed up the whole experiments. To reduce total evaluation time, it is possible that the evaluator can launch multiple simulation threads simultaneously in different computers. As new rule policies can be added to the rule set, the evaluation time could take longer. Note that the developer can determine which dispatching rules to include in the rule set from the results so as to expand the rule set.

3.3. Virtual Plant Model Construction

In compliance with SEMATECH data set specification\[6\], we create a virtual fab model in DEVS general enough to construct a virtual fab simulator from any SEMATECH data set. In this paper, we construct a virtual fab simulator from data set 5 automatically at run-time.

Figure 4 depicts a basic workstation coupled model, which is the basic element for constructing the whole fab simulator. The coupled workstation model in the Figure consists of 4 types of different sub-models: Queue, Machine, Disturbance and Assign. In the queuing theoretic view, it is a single-queue single-server model with assignment. A single lot-message not only has a reference to its processing information according to the product type to be made, but contains statistical data such as waiting time, served time, current processing step, and so on. The model ‘Disturbance’ simulates unpredictable failure and repair of a machine. Considering the behavior of these models, if a lot-message arrives at port ‘in’, model ‘Assign Atomic’ distributes it to one of the queues, each of which is attached to a model ‘Machine’.

We assume that a lot is assigned to the shortest queue. A lot in a queue should wait until the machine...
attached to the queue is idle. Then the queue dispatches a lot based on its dispatching rule, and the lot is sent to the machine. Note that each workstation model could have a variable number of queue-machine pairs whose number comes from SEMATECH data set specifications.

The machine model in Figure 5 follows typical normal processing behavior, i.e., Idle > Load > Process > Unload > Idle. An external disturbance forces the machine to stop normal processing, so that some lot in work is returned for rework or another lot is sent to output port ‘out’ with a failure indication. We assume that group setup time and lot transfer time in the specification are contained in ‘Load’ and ‘Unload’ time for simplification. Detailed parameters of this model are obtained from SEMATECH data set 5.

Figure 6 depicts the whole virtual plant model specified in Figure 1, which consists of an experimental frame which generates initial lots and accepts produced lots from which we make statistics, a line model which represents routes from workstation to workstation, and a number of workstation models which contain queues and machines as in Figure 4.

Finally, a control agent is responsible for interfacing between the controller and the virtual plant model. There are hot message lines (couplings) between the control agent and every other model for processing commands.

4. EXPERIMENTAL RESULTS

4.1. Experiment I: Throughput

The experiments are intended to demonstrate that the proposed real-time control framework works well, as well as that the adaptive rescheduling scheme of the controller outperforms any other with a fixed dispatching rule. The performance index includes average waiting time, average cycle time, and throughput per hour. We conduct experiments on a desktop computer, and the implemented simulation software for the framework is written in C++ with simulation engine DEVSim++ 3.0[12].

Experiment I compares the performances among schemes with fixed dispatching rules for a period of 6 months of logical processing time, and a simulation-based rescheduling scheme assuming that unpredicted disturbances occur. Lot input rate is constant as specified in the specification. Disturbances are injected in exponential distribution, with mean time between failures and mean time to repair as specified. The objective (cost function) of the control is to maximize throughput with the given set of dispatching rules.

Figure 7 shows the simulation results of Experiment I over six months. The first rule ‘Controller’ means the adaptive rescheduling scheme proposed in the paper and the others are schemes with fixed rules. The left Y axis is time in hours, and the other axis is the number of lots.

The results show that the proposed adaptive control scheme (rule Controller) outperforms any other: the cycle time is 36% faster, the wait time is 26% less, and throughput is greater by more than 90%, on average.
Also note that SPMRW, SRW, and EFIT in Table 2 are dominant rules selected very frequently by the controller as Figure 8 Distribution of Rule Selection by the Controller shows. The SPMRW rule chooses a lot with smallest processing time multiplied by remaining work, as shown in Table 3. Figure 9 shows the throughput change over time obtained from the experiment I. After one month, a transient state, the throughput shows above 0.008; thus, if the control objective is to keep the desired throughput above this value, the controller can satisfy the control objective by the adaptive controller scheme.

4.2. Experiment II: adaptive control with dominant rules

In this experiment, we use only three dominant rules obtained from Experiment I, SPMRW, SRW and EFIT, for the evaluation rule set to see if the controller produces the similar results, hopefully with little loss of performance.

The second row in Table 3 shows that controlling with the dominant 3 rules gives us similar performance with 5% degradation compared to the 12-rule control in Experiment I, though the computing power required for the 3-rule controller is about 1/4 of the 12-rule controller, since evaluation is carried out with only 3 rules. The third row is the result from random rule selection by the 3-rule controller without evaluation, which shows the worst result; again, it proves the effectiveness of the proposed adaptive control scheme.

5. CONCLUSION

This paper proposed a real-time adaptive control framework for job scheduling in semiconductor fabrication using a system theoretical approach. Through design and implementation of the framework based on a DEVS modeling simulation environment, we show that the proposed framework is quite effective. Experimental results show that the simulation-based adaptive evaluation scheme produces better performance than one with any fixed dispatching rule. Since the approach is explicit and the cost function of control objectives...
and evaluation rules can vary, this framework can be applied to real factories in flexible and explicit ways.
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