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요 약
확산모형은 최근 공급현상의 연구 등에 가주 사용되는 모형이다. 본 연구에서는 확산모형의 추정에서 중요한 역할을 하는 전이확률밀도를 구하는 방법과 이를 급수근계 방식으로 근사하는 기존 연구들을 검토하여 보고, 급수진계법에서의 계수를 손쉽게 구할 수 있는 방법을 고려하게 된다. 급수진계법 계산과정에서 중요한 허릿다항식에 단순연산자를 반복적으로 적용하는 과정을 손쉽게 계산할 수 있는 알고리즘을 제안한다.

주요용어: 확산모형, 전이확률밀도, 거시노르postgresql, 단순연산자, 허릿다항식.

1. 서론
확산모형은 공급현상의 확률적 해석을 위하여 자주 사용되는 수리적 모형으로 다음과 같이 정의된다. 확산과정 \( X_t \)는, 추세계수 \( a_t = a(\theta, t, X_t) \)와 확산계수 \( b_t = b(\theta, t, X_t) \)를 갖는 확률적미분방정식

\[
\frac{dX_t}{a_t dt + b_t dW_t}
\]

의 해로서 주어지는 연속형 표본경로를 갖는 연속시간 마코프 확률과정이다. 이에 대한 엄격한 수리적 표현과 그 해가 존재할 조건은 Kloeden과 Platen (1999, p.36)과, Oksendal (2003, p.68)에서 찾을 수 있다. 추세계수 \( a_t \)와 확산계수 \( b_t \)의 형태에 따라 다양한 확산과정이 정의된다. 특히 추세계수와 확산계수가 \( a_t = a(\theta, X_t) \)이고 \( b_t = b(\theta, X_t) \)인 형태로, \( t \)에 대하여 직접 영향을 받지 않으면서 특별한 수리적 조건 (cf. Oksendal, 2003, p.114, p.149)을 만족하는 경우를 이토확산과정(Ito diffusion process)이라 한다. 본 연구에서는 이토확산과정을 주로 고려하게 된다.


\[
dX_t = (\alpha + \beta X_t)dt + \sigma_0 X_t^\gamma dW_t
\]
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또한 \( B_x \)는 \([B_x f](t,x) = b(t,x)[D_x f](t,x) \)인 성질을 갖는 연산자로 정의된다.

확산모형은 시간연속적인 모형인데 반하여, 확산과정을 관측해서 얻게 되는 값들은 이산시간 자료이다. 따라서 관측된 자료로부터 확산모형을 추정하기 위한 방법으로 최대우도추정법을 적용하더라도 각 모형에 따른 전이확률밀도를 구체적으로 구할 수 있어야 한다. 그러나 일부 단순모형의 경우를 제외하고 확산모형의 전이확률밀도 구하는 과정은 그리 단순하지 않다. 때문에 많은 연구들에서 확산모형의 전이확률밀도를 근사하는 다양한 방법을 제시하고 있다 (Ref., Brandt와 Santa-Clara, 2001; Durham과 Gallant, 2001; Elerian, 등, 2001; Eraker, 2001; Nicolau, 2002).


2. 거시노포정리와 전이확률밀도

확률변동방정식 (1.1)의 추세계수 \( a_t \)와 확산계수 \( b_t \)는 특정 모수들을 포함하는 형태로 정의된다. 확률과정에 대한 관측값들로부터 이러한 모수들을 알아내는 추론 과정에 대하여 생각해 보기로 하자. 추정대상이 되는 모수들의 집합일반적으로 \( \theta \)라고 나타내기로 하자. 추정하고자 하는 모형에 따라서 \( \theta \)는 달리 정의된다. 예를 들어 CKLS 모형은 모수 \( \theta = (\alpha, \beta, \sigma, \gamma) \)를 통하여 정의된다. 추세계수 \( a_t \)와 확산계수 \( b_t \)가 \( \theta \)의 함수임을 명시하기 위하여, 필요에 따라 \( a(\theta, \cdot) \)나 \( b(\theta, \cdot) \)와 같은 방법으로 나타낸다. 추세계수가 \( a(\theta, \cdot) \)이고 확산계수가 \( b(\theta, \cdot) \)로 주어지는 확률변동방정식 (1.1)은 확률과정 \( X_t \)에 대한 연속된 시각간에서의 확률분포를 특정하는데 반하여, 모형의 추정을 위하여 자료로 제공되는 값
\( \{X_t\}_{t=0}^\infty \)들은 이산적인 시점 \( \{t\}_{t=0}^\infty \)에서 관측된 값들이다. 주어진 자료는 이산 시점에서 얻어진 자료인데 반하여, 주어진 모형은 연속 시간 모형이므로, 관측되지 않은 많은 시점에서의 자료가 결측치가 되는 그런 경우에는 본모형 변경방법이 필요하다. 이를 위하여 사용되는 대표적인 변경방법으로는, 크게 우도 중심의 변경법과 적률 중심의 변경법으로 나눌 수 있다. 우도 중심의 변경법은 확산모형로부터 다양한 방법을 통하여 이산 시점들 사이에서의 전이확률밀도를 구하고 그에 관측자료를 대입하는 방법을 이용한다. 적률 중심의 변경법에는, 일반화 적률추정법 (Generalized Method of Moments; GMM), 시뮬레이션 적률추정법 (Simulated Method of Moments; SMM) 등의 방법이 있다. 적률추정법은 우도추정법과 달리 정확한 우도를 알 필요 없으며, 모형으로 가정되는 분포의 적률과 자료에서 얻어지는 표본 적률 사이의 관계만 일치시키면 되므로, 제시된 모형과 자료가 정확하게 일치하지 않아도 사용할 수 있는 강점이 있다. 제안한 적률추정법은 전통적으론 널리 사용되어온 확산모형 추정방법이다. 우도추정법과 적률추정법 외에도 비모수적추정법이나 간접추정법 (indirect inference) 등의 방법이 연구되고 제안되기도 하였다. 앞서 최근 활동에 제안되는 확산모형은 그 모형이 점점 더 복잡해지고 더 많은 변수들이 개입되어 있다는 점을 언급하였다. 이에 따라 확산모형에 대한 추정법도, 모형에 대한 민감한 추정이 가능하고, 우도추정법이 점차 중요해지고 있다. 대표적인 우도추정법 중 하나로 Ait-Sahalia (1999)는 극적 최대우도추정법 (Approximated Maximum Likelihood Estimation method; AMLE) 을 제안하였다. 우도추정법은 크게 유한차분 근사법을 이용한 접근법과 거사노프정리 (Girsanov theorem) 를 이용한 방법으로 나눌 수 있다. Pederson (1995)는 유한차분 근사법과 시뮬레이션 방법을 이용한 우도추정법을 제안하고 있다. Ait-Sahalia (1999) 과 Beskos 등 (2006) 은 거사노프정리에 근거한 방법이다. 거사노프정리를 이용한 우도추정법들은 확산모형의 추정을 위하여 다음과 같은 확산계수 안정변환을 고려하고 있다.

확산계수 안정변환은 확산계수가 \( h(x) = \sigma(x) \) 와 같이 \( x \)의 함수로 주어진 경우,

\[
h(x) = \int_a^x \frac{du}{\sigma(u)}
\]

(2.1)

와 같이 부정적분으로 얻어지는 함수 \( h(\cdot) \)를 이용하여, \( Y_t = h(X_t) \)인 변환을 통하여 얻어지는 확산확률 과정 \( Y_t \)는

\[
dY_t = a(Y_t)dt + \sigma dt dW_t
\]

(2.2)

와 같이 확산계수가 상수의 특성을 갖는다. 여기서

\[
a(h(x)) = \frac{a(x)}{\sigma(x)} - \frac{1}{2} \sigma'(x)
\]

(2.3)

인 관계가 있다. 초기값 조건 \( X_0 = x_0 \)을 주어진 경우에서 \( X_t \)의 분포를, \( P(x_t|x_0) \)라고 하고, 초기값이 \( Y_0 = y_0 \)로 주어진 조건하에서의 \( Y_t \)의 분포를, \( Q(y_t|y_0) \)라고 하면, \( X_t \)와 \( Y_t \) 사이의 함수적 관계가 성립되며, 이에 변수 각각에 대한 확률측도 사이에는 \( \frac{dP(x_t|x_0)}{d\lambda(x_t)} = \frac{dQ(y_t|y_0)}{d\lambda(y_t)} \)인 관계가 있으므로,

\[
\frac{dP(x_t|x_0)}{d\lambda(x_t)} = \frac{dQ(y_t|y_0)}{d\lambda(y_t)} \frac{d\lambda(y_t)}{d\lambda(x_t)}
\]

인 관계가 성립한다. 따라서 확산과정 \( X_t \)에 대한 전이확률밀도 \( p(x_0, x_t) \)의 변환된 확산과정 \( Y_t \)에 대한 전이확률밀도 \( q(y_0, y_t) \) 사이에는

\[
p(x_0, x_t) = \frac{q(y_0, Y_t)}{\sigma(x_t)}
\]
인 관계가 성립한다. 확산과정 $X_t$에 대한 전이확률밀도는 확산계수 안정변환을 통하여 얻어진 확산과정 $Y_t$에 대한 전이확률밀도 $q^t(y_0, y_t)$로부터 곤바로 구해진다. 이때 확산과정 $Y_t$에 대한 전이확률밀도는 거사노프정리로부터 얻어진다.
거사노프정리는, 확산과정 $Y_t = \{Y_s | s \in (0, t]\}$에 대한 확률적도 $\mathcal{Q}$와 $Y_t$가 브라운운동(Brownian motion)이 되게 하는 중첩확률적도 $\mathcal{W}$에 대하여,

$$M_t = \frac{d\mathcal{Q}(y_t, y_s | y_0)}{d\mathcal{W}(y_t, y_s | y_0)}$$

라고 정의하면,

$$\log M_t = \int_0^t a(y_s)dy_s - \frac{1}{2} \int_0^t a^2(y_s)ds$$

인 관계가 있음을 알한다. 이때 $A(y) = \int_0^y a(u)du$라고 하고 이포보조정리를 적용하면,

$$dA(Y_t) = a(Y_t)dY_t + \frac{1}{2}a'(Y_t)dt$$

이므로,

$$A(y_t) - A(y_0) = \int_0^t a(y_s)dy_s + \frac{1}{2} \int_0^t a'(y_s)ds$$

이므로, $g(y) = (a^2(y) + a'(y))/2$라 할 때,

$$\log M_t = A(y_t) - A(y_0) - \int_0^t g(y_s)ds$$

인 관계로 표현된다. 또한 $M_t = M_t(y_0, y_t, y_s)$는

$$M_t = \frac{d\mathcal{Q}(y_t | y_0)}{d\mathcal{W}(y_t | y_0)} \cdot \frac{d\mathcal{Q}(y_s | y_0, y_t)}{d\mathcal{W}(y_s | y_0, y_t)}$$

와 같이 나타나므로,

$$\frac{d\mathcal{Q}(y_s | y_0)}{d\mathcal{W}(y_s | y_0)} = \frac{d\mathcal{Q}(y_t | y_0)}{d\mathcal{W}(y_t | y_0)} \cdot \int d\mathcal{Q}(y_s | y_0, y_t) = \int M_t d\mathcal{W}(y_s | y_0, y_t)$$

이다. 첫번째 등호는 적분값이 1이 되므로 당연히 성립하는 것이고, 두번째 등호는 앞서 얻은 $M_t$에 대한 관계식을 대입하여 얻어진다. 이로부터 $Y_t$에 대한 전이확률밀도 $q^t(y_0, y_t)$는

$$q^t(y_0, y_t) = \frac{d\mathcal{W}(y_t | y_0)}{d\lambda(y_t)} \cdot \frac{d\mathcal{Q}(y_t | y_0, y_s)}{d\mathcal{W}(y_t | y_0)} = N_t(y_t - y_0) \cdot \int M_t d\mathcal{W}(y_t | y_0, y_s)$$

과 같이 표현된다. 여기서 $N_t(y)$는 평균이 0이고 분산이 $t$인 정규분포의 확률밀도함수이다. 즉, $\bar{W_s}$, $s \in (0, t)$를 $\bar{W}_0 = y_0$이고 $\bar{W}_t = y_t$인 브라운다리(Brownian bridge) 확률과정이라고 하면,

$$q^t(y_0, y_t) = N_t(y_t - y_0) \cdot E\left[M_t \left(y_0, y_t, \bar{W}_s\right)\right]$$

$$= N_t(y_t - y_0) \cdot e^{A(y_t) - A(y_0)} \cdot E\left[e^{-\int_0^t g(\bar{W}_s)ds}\right]$$

3. 전이확률밀도 금수근사법

Ait-Sahalia (2002)는 \( q'(y_0, y) \)를 함수적으로 근사하는 방법으로 다음과 같은 두 가지 방법을 제안하였다. 하나는 위의 식 (2.6)에서 \( E[e^{-\int_0^t s(W_s)ds}] \) 부분을 금수형태로
\[
\sum_{k=0}^{\infty} c_k(y_0) \frac{t^k}{k!}
\]
와 같이 표현하고 그 유한함으로 근사하는 방법이다. 여기서 \( c_0(y_0) = 1 \)이고, 모든 \( j \geq 1 \)에 대하여
\[
c_j(y_0) = j(y_0 - y)^{-j} \int_{y_0}^{\infty} (w - y)^{j-1} \left[ g(w) c_{j-1}(w|y_0) + \frac{1}{2} D_w^2 c_{j-1}(w|y_0) \right] dw
\]
이다. 다른 하나는 \( e^{A(y_0)} - A(y_0) \cdot E[e^{-\int_0^t s(W_s)ds}] \) 부분을 금수형태로 전개하여 그 유한함으로 근사하는 방법이다. 다음에서 두번째 방식의 전개방법을 구체적으로 살펴보기로 하자.
먼저 \( Y_t \sim q'(y_0, y_t) \)라 하고,
\[
z(y_t) = t^{-\frac{1}{2}}(y_t - y_0)
\]
에 대하여, \( Z = z(Y_t) \)와 같이 변환된 \( Z \)는 \( q'_Z(y_0, z) = t^{1/2} q'(y_0, y_0 + t^{1/2} z) \)인 분포를 따르고, \( q'_Z(y_0, z) \)는 다음 성질을 갖는다.
(1) \( t \to 0 \)임에 따라서, \( q'_Z(y_0, z) \to \phi(z) \)이다.
(2) \( q'_Z(y_0, z) = \phi(z) \sum_{j=0}^\infty \eta_j H_j(z) \)이다.
(3) \( \eta_j = \eta_j(t, y_0) = 1/j!E[H_j(Z)] \)이다.
여기서 \( \phi(z) \)는 표준정규분포의 확률밀도함수이고, \( H_j(z) \)는 허밋다항식(Hermite polynomial)이다. 즉, \( H_j(z) \)는 다음 관계식으로 부터 생성되는 다항식이다.
\[
(-D_z)j\phi(z) = H_j(z)\phi(z)
\]
이다. \( H_0(z) = 1, H_1(z) = z, H_2(z) = z^2 - 1 \)이고
\[
H_{j+1}(z) = zH_j(z) - jH_{j-1}(z)
\]
인 순환적 관계가 있다\((j > 0)\). 허밋다항식을 Ait-Sahalia (1999)의 논문에서와 같이 \( (D_z)j\phi(z) = H_j(z)\phi(z) \)인 형태로 정의하기도 하고, 혹은 \( (D_z)^2 e^{-z^2} = H_j(z) e^{-z^2} \)인 형태로 정의하기도 한다. 이후에서 언급되는 허밋다항식은 식 (3.1)에 따라 정의된다. 이와 같이 정의되는 허밋다항식은
\[
<H_i, H_j> = \int_{-\infty}^{\infty} H_i(z)H_j(z)\phi(z)dz = i! \cdot I(i = j)
\]
인 성질을 갖는다. 여기서 \( I(A) \)는 \( A \)가 참인 1이고, 거짓이면 0인 값을 갖는 함수이다. 즉, 허밋다항식들의 집합 \( \{H_j\}_{j=0}^{\infty} \)는 함수공간에서의 완비직교기저(complete orthogonal basis)를 형성한다. 임의의 함수 \( f(z) \)는 다음과 같이 표현된다.
\[
f(z) = \sum_{j=0}^{\infty} \eta_j H_j(z),
\]
여기서 \( \{H_j\}_{j=0}^{\infty} \)에 의하여 생성되는 함수 공간 상으로의 사영의 성질에 따라

\[
\eta_j = \langle H_j, f \rangle^{-1} < H_j, f >
\]

이다. 이때 \( f(z) = [\phi(z)]^{-1}q^*_2(y_0, z) \)라고 하면, \( < H_j, f > = E[H_j(Z)] \)이므로, \( \eta_j = E[H_j(Z)]/j! \)인 결과를 얻게 되고, 위의 (2), (3)과 같은 결과를 얻는다. 여기서

\[
m_j(s) = E[H_j(z(Y_s))|Y_0 = y_0]
\]

라고 정의하면, \( \eta_j \)의 정확한 의미는 \( \eta_j = m_j(t)/j! \)이다. 함수 \( m_j(s) \)에 대한 Taylor 전개를 이용하면,

\[
m_j(t) = \sum_{k=0}^{K} \frac{A^k_j H_j(z(y_0))}{y_0 k!} t^k + E \left[ \frac{A^k_j H_j(z(y_0))}{y_0} \right] y_0 \frac{t^{k+1}}{(k+1)!} (3.2)
\]

을 얻는다. 이로부터 \( Z \)에 대한 정의함수들 \( q^*_2(y_0, z) \)는 다음과 같이 정의되는 금수 \( q^{i, K}_{J}(y_0, z) \)로 근사된다.

\[
q^{i, K}_{J}(y_0, z) = \phi(z) \sum_{j=0}^{J} \eta^K_j H_j(z),
\]

\[
\eta^K_j = \frac{1}{j!} \sum_{k=0}^{K} \frac{A^k_j H_j(z(y_0))}{y_0} \left( \frac{t^k}{k!} \right).
\]

위의 근사식 \( q^{i, K}_{J} \)를 구하기 위해서는 허밍다항식에 대한연산자를 반복적으로 적용하여 \( A^k_j H_j(z(y_0)) \)에 대한 계산을 명확한 형태로 표현할 수 있어야 한다. Ait-Sahalia (2002)는 조기 및 개행에 대하여, \( \eta^K_j \)들을 나열하고 있으나, 그 일반적인 방향을 구하는 방법을 제시하지 못하고 있다. 다음 절에서는 일반화를 구하기 위한 효율적인 알고리즘을 살펴보게 될 것이다.

4. 디미연산자의 반복계산 알고리즘

허밍다항식에 디미연산자를 반복적으로 적용하는 계산, 즉

\[
A^k_j H_j(z(y)) = \left\{ a(y)D_y + \frac{1}{2} D^2_y \right\}^k H_j(z(y)) \tag{4.1}
\]

에 대한 계산은 다음과 같은 알고리즘에 의하여 명시적으로 표현이 가능하다.

정리 4.1 먼저 \( d_2k = (D_y, D^2_y, \ldots, D^{2k}_y) \)를 \( y \)에 대한 미분연산자들로 이루어진 크기 \( 2k \)인 열벡터라 하고, \( u_k = u_k(y) \)와 \( v_k = v_k(y) \)는 \( A = a(y) \)로부터 다음과 같이 순차적으로 정의되는 열벡터라고 하자. 초기값으로 \( v_0 = 1 \)이라고 하면, \( k = 0, 1, 2, \ldots \)에 대하여

\[
u'_k = (\alpha v_k, 0) + \frac{1}{2} \left\{(D_y v_k, 0) + (0, v_k)\right\}
\]

\[
v'_{k+1} = (D_y u_k, 0) + (0, u_k)
\]

라고 반복적으로 정의하자. 그러면,

\[
A^k_j H_j(z(y)) = u'_{k-1}(y) \cdot d_{2k}(H_j(z(y))) \tag{4.2}
\]

와 같다.
위의 정리 4.1은 수학적 관점에서 보면 미분연산자의 일반적인 성질을 적용하는 것에 불과하다. 위 정리의 의미는 벡터형태의 구성방식을 통하여 허름다항식에 대한 미분과정과 확산모형에 따라 달라지거나 추세계수 a에 대한 미분을 분리하여 적용한 이후, 그 결과를 곱의 형태로 나타낼 수 있음을 보인다는 말이다. 위 정리의 타당성을 보이기 위하여 $A_yH_j$로부터 $A_y^2H_j$가 얻어지는 과정을 보이면서 그 증명을 대신하기로 한다. 일반적인 $A_y^2H_j$는 다음과 과정을 반복적으로 적용하여 얻어진다. 먼저 $u_0 = (a, 1/2)$이고 $A_yH_j(z) = u_0 \cdot d_2(H_j(z))$이므로,

$$A_yH_j = u_0^t \begin{pmatrix} 1 \\ D_y \end{pmatrix} D_yH_j$$

와 같이 표현된다. 이에 델타연산자 $A_y$를 반복적용하여 $A_y^2H_j$를 얻는 과정은 다음과 같다.

$$A_y^2H_j = \begin{pmatrix} a, 1/2 \\ D_y \end{pmatrix} \begin{pmatrix} 1 \\ D_y \end{pmatrix} D_y \left[ u_0^t \begin{pmatrix} 1 \\ D \end{pmatrix} D H_j \right]$$

$$= \begin{pmatrix} a, 1/2 \\ D_y \end{pmatrix} \begin{pmatrix} 1 \\ D_y \end{pmatrix} \left[ D_yu_0^t + u_0^t \begin{pmatrix} D_y \\ D^2 \end{pmatrix} \right] D_yH_j$$

$$= \begin{pmatrix} a, 1/2 \\ D_y \end{pmatrix} \begin{pmatrix} 1 \\ D_y \end{pmatrix} \left[ v_1^t \begin{pmatrix} 1 \\ D_y \\ D^2 \end{pmatrix} D_yH_j \right]$$

$$= u_0^t \begin{pmatrix} 1 \\ D_y \\ D^2_y \\ D^3_y \end{pmatrix} D_yH_j$$

인 관계가 성립한다. 여기서, $u_0^t = (aa' + a''/2, a^2 + a', a, 1/4)$이다.

허름다항식의 특성중 하나인 $D_yH_j(z) = jH_{j-1}(z)$인 성질을 반복적으로 적용하면,

$$D_y^iH_j(z) = \begin{cases} \frac{j^i}{(j - i)!} H_{j-i}(z), & i \leq j, \\ 0, & i > j, \end{cases} \quad (4.3)$$

이 되고, $D_y = t^{-1/2}D_z$인 관계가 있으므로

$$d_{2k}(H_j(z)) = \left( t^{-\frac{j}{2}}D_z, t^{-\frac{j}{2}}D_z^2, \ldots, t^{-j}D_z^{2k} \right) H_j(z)$$

이다. 이와 같은 관계를 식 (4.2)에 대입하면,

$$[A_y^kH_j(z(y))]_{y_0} = u_{k-1}(y_0) \cdot d_{2k}(H_j(0))$$

인 결과를 얻는다. 이를 다시 식 (3.2)에 대입하여 $m_j^K = jH_j^K$에 관한 식을 정리하면, $u_k$를 벡터 $u_k$의 $i$-번째 원소라 하고 $a \wedge b$를 $a$와 $b$ 중 작은 값이라고 할 때,

$$m_j^K(t) = H_j(0) + \sum_{k=1}^K \sum_{i=1}^{j \wedge 2k} \frac{j^i}{i!(j - i)!} u_{k-1,i}(y_0) H_{j-i}(0) t^{\frac{2k-i}{2}}$$

(4.5)
가 된다. 또한

\[
H_j(0) = \begin{cases} 
(-1)^{m+1} \cdot \Pi_{u=0}^n (2u - 1), & j = 2m, \\
0, & j = 2m + 1,
\end{cases}
\]

인 관계가 있으므로 식 (4.5)는 일반적인 \( j \)와 \( K \)에 그 값이 속임계 제산가능하다. 이로부터 전이확률밀도 \( q_j(y_0, z) \)를 근사하기 위한 방법으로

\[
q_{j,K}(y_0, z) = \phi(z) \sum_{j=0}^{J} \frac{1}{j!} m_j^K(t) H_j(z)
\]

를 얻는다. 결과로 얻어진 근사법의 수리적 접근적 타당성에 대하여는 Ait-Sahalia (2002)에서 찾을 수 있다.

5. 결론


Ait-Sahalia는 자신의 근사법을 시험하기 위하여, Symbolic 계산이 가능한 Mathematica 등의 페키지 소프트웨어를 이용하여 계산할 수 있음을 밝히고 있다. 또한 Ait-Sahalia는 자신이 제안한 근사법을 시험해보고자 하는 연구자들에게 관심되는 모형에 따라 달라지는 금수 계수를 구하여 준다고 한다. 이런 점은 Hurn 등 (2007)에도 언급되어 있다. 그러나 이런 점은 영역적으로 Ait-Sahalia가 제안한 근사법을 적용하는데 있어서 금수의 계수를 구하는 것이 일반 연구자들에게는 장애물로 작용하고 있다는 의미이다.

본 연구에서 제안된 방법은 연구자들이 확산모형의 전이확률밀도를 구하는데 있어서 복잡하고 무거운 Symbolic 계산이 가능한 페키지 소프트웨어의 도움이 없이도 C언어 등을 이용하여 간단하게 직접 프로그래밍이 가능한 길을 열어주고 있다. 그러나, 본 연구의 결과는 금수전개에 의한 근사법경의 계산시간을 단축시키며, 확산모형의 추정방법론에 대한 비교 연구 등에서 금수전개법에 의한 근사법의 장점을 부각시키는 효과가 기대된다.
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Abstract

Modelling financial phenomena with diffusion processes is frequently used technique. This study reviews the earlier researches on the approximation problem of transition densities of diffusion processes, which takes important roles in estimating diffusion processes, and consider the method to obtain the coefficients of series efficiently, in series approximation method of transition densities. We developed a new efficient algorithm to compute the coefficients which are represented by repeated Dynkin operator on Hermite polynomial.
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